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16:10-16:30

Conference program

Arrival of participants, registration

Arrival of participants to Kaliningrad during the day. Group
transfers from airport will be arranged by request. Meet-
ing point—Laboratory Building of the Atlantic Branch of
P.P. Shisrhov Institute of Oceanology. Address: Kaliningrad,
Pionerskaya str, 61. Buses from railway station and airport
till the stop “Plostad’ Vasilevskogo” (Vasilevskii’s Square).

Group bus transfer from Laboratory Building of ABIORAS
(Kaliningrad) to Baltiysk, ferry transfer to Kosa Village, reg-
istration and accommodation at the Station

Welcome BarBQ) in the garden, in front of the Station

Topic 1. Hydrodynamics of marine coastal zone
and related issues

Chairman—Prof. Ruben Kosjan?

Local coordinator—Dr. Alexander Babakov®
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Opening on behalf of Russian Fund of Basic Researches
(Prof. V. Zhmur®'?, Prof. R. Kosjan*'?)
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Modelling of wind waves in the shallow waters
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Statistical theory for forecasting of wind-waves in coastal
zone
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Lecture by Dr. Sci. Sergey Kuznetsov'
Irregular waves transformation in a coastal zone

Lecture by Dr.-hab. Rafal Ostrowski®
Hydro- and morphodynamics of a multi-bar coastal zone
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Lecture by Prof. Stanislaw Massel"
Wave-induced circulation in porous media
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Influence of hydrodynamic processes on sediment trans-
port in the coastal zone

Coffee Break



16:30-17:20

17:20-19:00

19:00-21:00
21:00

28.06.2010,
Monday

07:30-08:30
09:00-09:20

09:20-10:10

10:10-11:00

11:00-11:20
11:20-12:10

12:10-13:00

13:00-14:30
14:30-15:20

15:20-16:10
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Lecture (Topic 3) by Dr. Nikolay Diansky'
Numerical simulation of 3-D sea circulation with mesh re-
finements in shelf zone

Poster session. Topic 1.
3-minutes presentations explaining each poster.
Awarding of selected posters by the Scientific Committee.

Free time

Excursion to eroded sea coast of the Vistula Spit
(Dr. Valentina Bobykina®, Mgr. Evgenia Gurova)

Topic 2. Lagoons and estuaries
Chairman—Dr. Luidgi Cavaleri’
Local coordinator—Dr. Julia Gorbunova®

Breakfast, deployment of posters related to Topic 2

Overview of international activities in lagoon and estuari-
ne researches
(Dr. Lwidgt Cavalert, Dr. Boris Chubarenko)

Lecture by Dr. Boris Chubarenko®
Mixing processes in coastal lagoons

Lecture by Prof. Boris Samolyubov®
Systems of stratified currents and mass exchange in the
near-mouth regions, bays and in the basins with complex
bottom relief
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Influence of hydrological conditions on environment state
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Hindcast of historical floods
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Modelling ice conditions in shallow-water estuaries: the
case study of the Neva Bay
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Multiparametric in-situ observations in the Gulf of Fin-
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30.06.2010,
Wednesday

Poster session. Topic 2.
3-minutes presentations explaining each poster.
Awarding of selected posters by Scientific Committee.

Free time

Topic 3. Interaction between coastal zone and open sea
Chairman—Dr. Andrey Zatsepin',
Local coordinator—Dr. Irina Chubarenko®

Breakfast, deployment of posters related to Topic 3

Information on current national projects
(Prof. L. Zhindarev™ ")

Lecture by Dr. Sci. Andrey Zatsepin'
Submesoscale eddies at the narrow shelf: observations at
the Black Sea and laboratory modeling

Lecture by Dr. Sci. Petr Zavialov'
River plumes and their relations with atmospheric forcing
and ambient coastal circulations

Coffee Break

Lecture by Dr. Sci. Irina Chubarenko®
Thermally induced interaction between coastal zone and
open sea

Lecture by Dr. Alexander Ostrovskir'
Short period variability of the sea environment over the
continental slope and the sea shelf in the north-eastern
Black Sea as inferred from combined acoustic and hydro-
graphic surveys

Lunch

Lecture by Dr. Andreas Lehman®
Upwelling in the Baltic Sea

Lecture by Dr. Kai Myrberg'®
Coastal and local processes in the Baltic Sea

Coffee Break

Poster session, Topic 3.
3-minutes presentations explaining each poster.
Awarding of selected posters by Scientific Committee.

Sport competitions, closing BarBQ

Excursion to the open coast of the Kaliningrad Oblast
(Participants, who will depart early at the morning on
01.07.10, will be transferred to Kaliningrad to spend night
there just after excursion without returning to the Station at
Kosa Village. Please, don’t forget to take luggage with you to
excursion.)



01.07.2010, Departure
Thursday  09:30-12:00
Transfer of participants to Kaliningrad
(12:00— arrival to Kaliningrad)

' P.P. Shirshov Institute of Oceanology of Russian Academy of Sciences (IORAS),
Moscow, Russia.

? Southern Branch of P.P. Shirshov Institute of Oceanology of the Russian Aca-
demy of Sciences (IORAS), Gelendzhik, Russia.

* Institute of Hydro-Engineering, Polish Academy of Sciences (IBWPAN),
Gdansk, Poland.

* Odessa State Hydrometeorological University, Odessa, Ukraine.

> Moscow State University (MSU), Moscow, Russia.

% Atlantic Branch of P.P. Shirshov Institute of Oceanology of the Russian Academy
of Sciences (IORAS), Kaliningrad, Russia.

7 Institute of Marine Science, National Research Council (ISMAR-CNR), Venice,
Italy.

% Leibniz Institute of Marine Sciences at Kiel University IFM-GEOMAR), Kiel,
Germany.

? Moscow Institute (State University) for Physics and Technology (MIPT),
Moscow (Dolgoprudnyi), Russia.

10 Finnish Institute of Marine Research, Helsinki, Finland.

' Working Group “Sea Coasts” of the Board of the Russian Academy of Sciences
on Problems of the World Ocean.

2 Russian Fund for Basic Research.

Y Marine Systems Instituty, Tallinn University of Technology, Tallinn, Estonia.

' State Oceanographic Institute, Moscow, Russia.

! Institute of Oceanology of Polish Academy of Sciences Sopot, Poland .

16 St.Petersburg Branch of P.P. Shirshov Institute of Oceanology of the Russian
Academy of Sciences, St. Petersburg, Russia.

17 Institute of Numerical Mathematics (INM) of Russian Academy of Sciences,
Moscow, Russia.
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Sessions of poster presentations

27.06.2010, Sunday
16:40-18:30

Alari Viktor,
Urmas Raudsepp,
Getli Haran

Babakov Alexander,
Sivkov Vadim

Bebieva Yana

Bobykina Balentina,
Boldyrev Vadim

Burnashov Evgeny,
Bednov Alexander,
Trashchenkov
Alexander

Fedorova Elena,
Sviridova Evgeniya,
Marusin Konstantin,
Khabidov Alexandr

Frydel Jerzy,
Jeglinski Wojciech,
Leszek Jurys,
Kaulbarsz Dorota,
Schiewe Malgorzata

Karmanov Konstan-
tin, Domnin Dmitry

Poster session. Topic 1. Hydrodynamics
of marine coastal zone and related issues.
3-minutes presentations near each poster.
Awarding of selected posters by Scientific

Comunittee.

Marine Systems Insti-
tute at Tallinn Univer-
sity of Technology

P. P. Shirshov Institute
of Oceanology RAS,
Atlantic Branch

Moscow Institute of
Physics and Techno-

logy

P. P. Shirshov Institute
of Oceanology RAS,
Atlantic Branch

GU KO “Baltbere-
gozachita”

Institute for Water
and Environmental
Problems SB RAS

Polish Geological
Institute, National Re-
search Institute

P.P. Shirshov Institute
of Oceanology RAS,
Atlantic Branch

Adverse effects of sedi-
ment transport in coastal
zone

Hydro-lythodynamics

of near-bottom layer in
coastal area of south-east
Baltic

Beach drifting in the
swash area (Baltic Sea)

The morphodynamic
and technogenic zoning
of coasts of the Kalinin-
grad region

Results of monitoring
the seashore of the Ka-
liningrad region accord-
ing to the GU KO “Balt-
beregozaschita”

Remote methods for the
rate of coastal erosion
seas and inland water

Monitoring and geohaz-
ard assessment of the
Polish coastal zone using
3D laser scanning

Analysis of deformation
of the bottom relief in
the vicinity of Port Pi-
onerskij at the Northern
coast of Sembian Penin-
sula
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Kartau Katri

Sergeev Alexandr

Shishkina Anna

Szmytkiewicz Piotr

Tribstok Olga,
Zaitseva-Piarnaste
Inga

Volkova Ekaterina

Zaitseva-Parnaste
Inga,

Tarmo Soomere,
Andrus Riimet

28.06.2010, Monday
16:40-18:30

Ambrosimov Albert,
Babakov Alexander

Babakov Alexandr,
Chubarenko Boris

Badyukova Elena,
Zhindarev Leonid,
Lykianova Svetlana,
Solovieva Galina

12

Institute of Cybernet-
ics at TUT, Labora-
tory of Wave Engi-
neering

A.P. Karpinsky Rus-
sian Geological Re-
search Institute (SPB)

Southern Scientific
Centre RAS

Institute of Hydro-
Engineering of the
Polish Academy of Sci-
ences (IBW PAN)

Institute of Cyber-
netics at TUT

Branch of Open Soci-
ety company (Research
center “Sea coast”)

Tallinn University, In-
stitute of Cybernetics

The evolution of semi-
sheltered bayhead beach-
es; a study for Valgerand
in Parnu Bay

Current mineralogical
and petrographic pa-
rameters at the coastal
zone of the Sambian
peninsula (Kaliningrad
Region)

Geological and geomor-
phological conditions of
the Sambian Peninsula
coast

Infragravity waves in the
South Baltic dissipative
coastal zone

Reconsidering wave ob-
servation data from Es-
tonian coast waters

Coast protection of arti-
ficial territory

Seasonal and long-term

variations of wave condi-
tions in Estonian coastal
waters

Poster session. Topic 2. Lagoons and estuaries.
3-minutes presentations near each poster.
Awarding of selected posters by Scientific

Comumnittee.

P.P. Shirshov Institute
of Oceanology RAS

P. P. Shirshov Institute
of Oceanology RAS,
Atlantic Branch

M. V. Lomonosov
Moscow State Univer-
sity, Physics Faculty

Hydrodynamic condi-
tions in the central part
of the Vistula Lagoon

Water dynamics in the
Baltiysk Strait

Marine deposits in Vis-
tula Spit structure.



Bajo Marco,
Umgiesser Georg

Domnin Dmitry

Domnina Anastasia

Gorbunova Julia

Grizetskiy Alexandr

Ivanova Irina,
Samolubov Boris

Kruk Marek,
Rychter Agata,
Mréz Marek,
Kosakowski Janusz

Kurchenko Viktoria,
Chechko Vladimir

Kurennoy Dmitry

Institute of Marine
Sciences
(ISMAR-CNR)

P.P. Shirshov Institute
of Oceanology RAS,
Atlantic Branch

P. P. Shirshov Institute
of Oceanology RAS,
Atlantic Branch

P. P. Shirshov Institute
of Oceanology RAS,
Atlantic Branch

P. P. Shirshov Institute
of Oceanology RAS,
Atlantic Branch

M. V. Lomonosov
Moscow State Univer-
sity, Physics Faculty

University of Warmia
and Mazury in Olsz-
tyn

P.P. Shirshov Institute
of Oceanology RAS,
Atlantic Branch

A.P. Karpinsky Rus-
sian Geological Re-
search Institute

Storm surge forecast in
Venice through an hy-
drodynamic model

Hydrological processes
of transboundary catch-
ment areas in the re-
search on the relation-
ship with coastal zone:
modeling and spatial
analysis.

Morphometric charac-
teristics of the lagoons of
the World Ocean

Hydrological regime as
one of the factors that
determine the phyto-
plankton productivity in
the Volga Delta

Estimation of water
quality of Pregolia River

Wind effected circula-
tions and density flows
in the Petrazovodsk Bay

Project VISLA; coupling
environmental and re-
mote sensing research
for better understanding
of coastal waters ecosys-
tems and its sustainable
management

On the quantitative
evaluation of solid eolian
material, entering the
coastal zone of South-
eastern Baltic in a winter

period.

Meteorological and
wind-wave conditions in
the Neva Bay and the
Vistula Lagoon
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Leitsina Lidia,
Chubarenko Boris

Molchanov Mikhail,
Eremina Tatjana,
Neelov Ivan

Navrotskaya Svetlana

Pitalskaya Olga

Plotnikova Ekaterina,
Kuleshov Alexey

Podgornyj Konstantin

Ponomarenko
Ekaterina
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Lectures

Influence of hydrodynamic processes
on sediment transport in the coastal zone

Tatiana Akivis, Ruben Kosyan

Abstract

Hydrodynamics is the main cause of sediment transport in the coastal zone.
Active hydrodynamic processes affecting the coastal zone of non-tidal seas are
currents, waves, nearshore anticyclonic eddy, and macro-turbulence in wave
breaking zone. In the lecture, an analysis of both field study and modeling of
sediment transport in the coastal zone for different spatial and temporal scales
is given. Possible mechanisms of fine sediment and pollution transport from the
shelf to continental slope are considered too.

PaccMarpuBaoTcs rMAPOJMHAMUYECKHE TIPOLECCHl PA3AMYHBIX MacImITabos,
OTBETCTBEHHBIE 32 IIEPEHOC B3BEIIEHHOTO BENECTBA B IPUOPEKHOI 30HE U HA
meAbpe GecripuAuBHBIX Mopeil. IToKazaHbl 3aKOHOMEPHOCTH B3BELINBAHU S
U IIE€PEHOCa 0CaZ0YHOr0 BEIECTBA B BOAHOBOM /JOHHOM IIOIPAHHUYHOM CAOE
Kak AAdA cAabogepopMUPOBAHHBIX M HEPA3PYIIEHHBIX BOAH, TAK U AASl HHTEH-
CHUBHBIX PEKHMOB BOAHEHUS B NpuboiiHOil 30He. PaccMOTpeHbl Takske mpo-
LI€CChl MIEPEHOCA B3BEIIEHHOIO BEUIECTBA KBA3HCTAIMOHAPHBIMU TEYEHUAMU
U BUXPSIMH HAa BHEIIHEM IIeAb(e U UX POAb B IIpoleccax oOMeHa BEIeCTBOM
U 9Hepruei MexAy meAbHOM U OTKPLITEIM MOPEM.

1. Introduction

A nearshore zone is a relatively narrow and shallow area of the World
Ocean where the most of tremendous hydrodynamic energy of waves and
currents transforms and dissipates. Hydrodynamic processes in the coastal
zone of non-tidal seas are represented by water motions of various spatial and

Tatiana Akivis (D<)

P.P. Shirshov Institute of Oceanology RAS, Moscow, Russia
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Ruben Kosyan (<)
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temporal scales such as turbulence, waves, along- and cross-shore currents,
mesoscale eddies. The complex effect of these processes controls sediment
transport in the near-shore zone and, ultima analysi, its morphological de-
velopment and shoreline changes. In recent years much attention has been
devoted to challenging environmental problems which are directly connected
with sediment transport because human activity in shelf and coastal zone con-
tributes to the contamination of seabed and suspended sediments and has a
negative influence on water quality and the functioning of local ecosystems.
Both field measurements and modeling are necessary for adequate descrip-
tion and comprehension of sediment transport because the processes under
consideration are extremely complex and irregular.

2. Results
2.1. Waves

All significant events of sediment suspending and transfer occur in a bot-
tom boundary layer. When surface waves enter shallow water, oscillatory wa-
ter motion creates a boundary layer through friction against bottom, so-called
wave bottom boundary layer (WBBL). A regime of water flow in the bound-
ary layer can be laminar, turbulent or transitional depending on Reynolds
number in terms of bottom roughness. In natural marine conditions the bot-
tom is never smooth but usually covered by micro- and macro-forms of dif-
ferent scales. In this case an equivalent bottom roughness is controlled by bed
form types and parameters. A thickness of WBBL is only a few cm above bed
that causes serious problems of field instrumental measurements.

Sediment particles can be picked up from the bottom only if near-bottom
water velocity exceeds some critical value. For weak wave regime when the
velocity only slightly exceeds the threshold for mass transport of bottom sedi-
ment two-dimensional ripples are formed. In this case, the mechanism of
sediment suspending from the bottom is connected with vortexes formed be-
hind the ripple crests. The laboratory experiments show that the maximum
concentration of suspended sediment over ripples occurs at flow reversal mo-
ments i.e. has a phase lag of approximately quarter period in relation to the
maximum of water velocity. In field conditions the waves are always irregular.
Now the group structure of the waves plays the key role in sediment pick up
and redistribution. Field measurements revealed that the duration of concen-
tration peaks and their frequency correlate well with periodicity of groups of
high waves and a number of waves in a separate group. The pick up of sedi-
ment particles from the bottom is the most intensive in deceleration phase of
the wave flow when the near-bottom velocity changes its sign.

As height and deformation of surface waves increase, two-dimensional rip-
ples became unstable and are reshaped into three-dimensional ones. In this
case sediment pick up from the bottom occurs only once a wave period in
deceleration phase of the wave flow. With further intensification of the near-
bottom water motion the bed forms are eroded and this is hydrodynamic in-
stability that initiates generation of turbulence in WBBL. Laboratory experi-
ments showed that again, abrupt rise of turbulent kinetic energy (TKE) and
bed shear stress take place in the deceleration phase of the wave flow.
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In the wave breaking zone the turbulence is generated by both instability
in WBBL and breaking of wave crests near the surface. Macro-eddies which
formed near the surface after wave breaking penetrate to the bottom. These
eddies are the dominating mechanism of sediment suspending in the wave
breaking zone (Fig. 1) (Kosyan et al., 2001). The parameters of the turbulence
depend on wave breaking type, i.e. spilling or plunging.

2.2. Quasi-steady flows

The wave and turbulence mechanisms of sediment pick up are typical for
relatively shallow part of the coastal zone of the sea (0-15 m) where the seabed
is mainly covered by sand sediment. Another hydrodynamic factor of sedi-
ment transport acting in deeper part of the coastal zone up to the shelf edge
is represented by quasi-steady flows. The well-known example of this kind of
hydrodynamic structures is the Black Sea Rim current that encircles cycloni-
cally the whole basin. These large scale currents flow mostly along depth con-
tours due to geostrophic constraints and so contribute to the along-shelf water
and sediment transport. But in the same time, there exists clear evidence of
the cross-shelf water and sediment transport in the outer shelf and mass and
energy exchange between shelf and continental slope zones.

Further of the coastline the bottom is mainly covered by fine sediments
rather than by sand. Estimates show that critical bed shear stress for erosion
of upper sediment layer should be about 0.1-0.2 Pa that can be reached for
water velocities exceeding 20 cm/s at 1 m above bottom. But it is too deep
for wind waves to penetrate to the bottom in intermediate and outer shelf.
Processes that may be responsible for cross-shelf sediment movement are
mesoclale eddies and meanders of along shelf current. Mesoscale eddies are
ubiquitous features in the world ocean. However, their influence seems to be
particularly important in tideless regions e.g. in semi-enclosed seas like the
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Mediterranean and Black Seas. The mesoscale eddies have been repeatedly
observed both on shelf and continental slope of the Black Sea (Fig. 2).

In this region from 19 to 46 anti-cyclonic eddies a year are detected by
long-term observations. The dimensions of near-shore anti-cyclonic mesos-
cale eddies exceed the shelf width and may transport fine sediment particles
and pollutions in the back front from the shelf to the open sea and deliver
fresh water to the shelfin its front.

Because of the dimensions of mesoclale eddies (10-30 km) the Earth rota-
tion became an essential factor. This initiates the other mechanism of sedi-
ment transport by mesoscale eddies related to Ekman bottom boundary layer
(EBBL) which is formed by the balance of pressure gradient, Coriolis force
and bottom friction. A thickness of EBBL can be tens of meters. Water velocity
veering in EBBL results in counterclockwise deviation of fine SPM and pollu-
tions flow and causes their cross-shelf transport.

Unfortunately there are only scanty field measurements of sediment trans-
port in EBBL. But modeling (Shapiro et al., 2002) shows that SPM capacity
of mesoscale eddies is quite substantial. Along-slope current containing an
eddy is able to redeposit sediments both off-shore and on-shore. This effect
provides a mechanism of suspended matter exchange between the shelf and
the open ocean (Fig. 3).

The eddies flush out preferentially fine-grained sediment from the outer
shelf, which is more easily accessible to eddies that are formed locally, by insta-
bility of the slope current, or are coming onto the shelf from deep water. Fre-
quent propagation of eddies along the coast would result in a sediment grain
size being spread uniformly in bands parallel to the shelf break. Geologi-
cal data provide direct evidence for this on the narrow Black Sea shelf (Shim-
kus & Evsyukov, 1996).

Fig. 2. Surface geostrophic circulation in the north-eastern part of the Black Sea
by RV “Yantar” survey with typical mesoscale structures (Krivosheya et al, 1998).
RC—Rim current, CM—cyclonic meander, NAE—near-shore anti-cyclonic eddy,
CE—cyclonic eddy, BAE—Batumi anti-cyclonic eddy.
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Statistical theory for forecasting of wind-waves
in coastal zone

Sergei Badulin

Abstract

Theoretical background of statistical description of wind-driven waves is pre-
sented. The core of the approach is the kinetic equation for deep water waves
obtained by Klauss Hasselmann in 1962. So far description of wave input and
dissipation is based on empirical parameterizations while nonlinear transfer is
known “from first principles”. The latter implies universality features of wind
wave evolution. These features should be respected in wave modeling, especial-
ly, in near-shore studies where peculiarities can contaminate essential physics.
Examples of application of wind-wave forecasting models for near-shore regions
are considered.

B Aeknmum npegcraBA€Hbl TEOPETHYECKHE OCHOBBI CTATUCTHYECKOTO OIHCA-
HHA MOPCKOTO BETPOBOTO BOAHEHHA. OCHOBOH TAKOro ONHCAHUA ABAAETCH
KHHETHYECKOE yPaBHEHUE, BLIBEJEHHOE A BOAH Ha Boge Kaaycom Xaccenn-
MaHHOM B 1962 1. m onmcpIBaONlee U3MEHEHUE CIIEKTPAABHOM IAOTHOCTH BOA-
HOBOT'O A€HCTBUA (MAM 9HEPTUU BOAHEHH ), BBI3BAHHOE TeHEepaIiueil BOAH Be-
TPOM, AHCCHIIAITUEH 34 CIET Pa3HOOOPA3HBIX MEXAHU3MOB (TypOYA€HTHOCTH,
B3aMMOJAEHCTBUA C TEYEHUAMHU MU T. I1.) U HEAMHEHHBIMM PE30OHAHCHBIMU de-
TBIPEXBOAHOBBIMH B3aUMOJAEHCTBUAMHU. I'eHepaniusa U JUCCUIIAL A BOANHEHU A
CBSA3AHBI C MHOKECTBOM PU3MYECKUX MEXAHU3MOB, YTO 3aTPyAHSAET CO3JaHue
COOTBETCTBYIOIIEH TEOPUU U 3aCTABAAET IIMPOKO IOAb30BATLCSA SMIIMpUYE-
CKUMM HIapameTpusanuaMu. Hanporus, HeAnHeliHble B3aUMOAEHCTBUA MO-
I'yT OBITh TEOPETHYECKHU ONUCAHBI «H3 MEPBBIX MPUHIIMIIOB», YTO IO3BOASIET
0O6HAPYKUTh BAKHBIE YEPThl YHUBEPCAABHOCTH Pa3BUTHA BETPOBOTO BOAHE-
HHA, cAab0 3aBUCAIIHE OT KOHKPETHBIX PUINIECKUX YCAOBHH. DTH cBOMCTBA
HEeOOXOAMMO UMETh B BUAY IIPH U3YYEHUH BETPOBOTO BOAHEHHUS B MPUOpPEK-
HOH 30He.

Sergei Badulin (B<)
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1. Introduction

The lecture presents the author’s vision of the problem of modeling wind-
driven waves. It follows consistent theory of weak (wave) turbulence (Zakha-
rov et al., 1992) rather than conventional approaches of wave forecasting (see
recent review (Cavaleri et al., 2007)) that combine a variety of methods includ-
ing empirical physics and purely heuristical findings. In the context of coastal
zone dynamics the lecture is seen as a reminder how important and useful
general physical principles can be in the very complex and multi-disciplinary
studies. The short paper presents just a general scheme of the theoretical vi-
sion. Details can be found in the cited works.

§2 gives the basics of the statistical theory. The core of the approach is the
kinetic equation for water waves known as the Hasselmann equation (Hassel-
mann, 1962, 1963a, 1963b). This equation is a limiting case of the quantum
kinetic equation for phonons known in condensed matter physics since 1928
thanks to Nordheim (Nordheim, 1928). Properties of the equation known
“from first principles” play crucial role in our consideration. Wind forcing and
dissipation are traditionally seen as major constituents of wind wave evolution
while our knowledge of the terms is quite short. It is based mainly on empiri-
cal parameterizations for rather special physical conditions (low winds, weak
waves etc.). The shortage of the knowledge and difficulties of calculations of
nonlinear transfer remain burning problems of wind-wave modeling.

In § 3 we show a way to resolve these problems by introducing a hypothesis
of dominating nonlinear transfer (as compared with wave input and dissi-
pation) and, then, demonstrating validity of this hypothesis. The outcome
of the resulting asymptotic theory seems very promising: nonlinear transfer
determines a quasi-universal shaping of wave spectra, while total energy (or
action, or wave momentum) appears to be rigidly linked with correspond-
ing total net fluxes. The approach has shown its efficiency for analysis of ex-
perimental data (Badulin et al., 2007) and numerical results (Gagnaire-Re-
nou et al., 2010b).

§4 presents two examples when the statistical approach is used for the
wind-wave studies in the near-shore zone. In many cases the validity of this
approach is questionable because of relatively short scales of wave develop-
ment, strong effects of the coast, interference of wind waves and remotely
generated swell (mixed sea) efc. At the same time, the kinetic equation and our
asymptotic theory remain to work quite well for these special cases.

§ 5 gives a summary of the lecture.

2. Results
2.1. The Hasselmann equation for wind-driven waves

The phenomenon of wind waves is easy to observe but it is not easy to
give its consistent physical description. The adequate description is dictated
both by our research tools (theoretical and experimental) and by final goals.
The nature itself helps us a lot in our efforts to predict sea state: we have, at
least, two small parameters. The first one determines a weakness of the cou-
pling and can be introduced as a ratio of air and water densities p , p
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= % (1)

w

The second parameter is wave steepness u that can be expressed in differ-
ent ways. The “most scientific” (and “less observable”) definition operates with
the gradient of sea surface elevation # (angle brackets mean average in wave-
vector space here and below)

e =(| Vgl @)
Oceanographers prefer another definition that uses surface elevation and
wave-number (wavelength or wave frequency) of “typical”, “representative”

waves | kp|
=0l | =(n*) w%a 3)

Further we associate | kp| and », with a peak of spectral distributions of wind
waves.

Wave steepness of wind waves is typically quite small: x <0.1. In many
cases one can use the linear wave theory (Kadomtsev, 1976, Lighthill, 1978,
Whitham, 1974) as a well-elaborated tool of theoretical and experimental
analysis. It works perfectly, for example, for tsunami problem, or for ship
wakes, or in some remote sensing problems but not for prediction of natural
wind-driven sea. In absence of the wave-wave coupling the wave field is de-
termined by external forcing and by initial conditions only. This trivial note
is conceptual for the problem of wind-wave forecast: poorly determined forc-
ing and boundary conditions makes forecasting itself questionable. To some
extent, the problem of unknown (poorly known) boundary conditions is sol-
ved by description of wave field in terms of statistical moment. Such descrip-
tion ignores wave phases but requires detailed information on wave forcing
due to turbulent wind. Nonlinearity complicates the problem mathematically
but gives (somewhat implicitly) a hope that the nonlinearity forces to forget
the initial and boundary conditions and, thus, makes the problem of predic-
tion feasible.

Thus, the basic equation of the statistical description of wind waves is writ-
ten as (Hasselmann, 1962; Zakharov, 1999)

0N,
Fk—'—vkwkerk: Sin,[Nk] + Sdiss[Nk] + Sn/ [Nk] (4)

Here intrinsic frequency o, satisfies linear dispersion equation for gravity
water waves

©*(k)=g |k |tanh (| k |d) )

with d—the water depth. Terms in the right-hand side of (4) describe wave
input by wind forcing S, , wave dissipation S, dealing with a number of physi-
cal mechanisms and nonlinear transfer due to four-wave interactions S , that
satisfy conditions of spatio-temporal resonance

w,tw=w+0wn,
{ 0 1 2 3 (6)

k+k=k,+k,
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The kinetic equation (4) is generally written for two-dimensional wave ac-
tion spectral density N(k) that has a meaning of a number of waves or qua-
si-particles. Spectral density of the wave energy and wave momentum are
introduced straightforwardly as E(k)= »(k)N(k) and vector quantity M(k)=
=KkN(k). The three physical quantities N(k), /'(k), M(k) are equally important
for the statistical description of waves being associated with conservation laws
of the kinetic equation in absence of wave input and dissipation (S, =0, S, =0
in eq. (4)). Strictly speaking, functions N(k), £(k), M(k) for weakly nonlinear
waves are related to their “linear” counterparts by a quadratic transformation
(Badulin et al., 2005; Krasitskii, 1994; Zakharov, 1999). Equivalence of the
“linear” and “weakly nonlinear” functions can be accepted as an approxima-
tion which is valid for deep water waves only.

The collision integral S , is cubic in spectral density

s.vJ=[ K, | K, j'k | T(k, k. Kk, k) | 2NN, (N+N,)~ NN,(N,+ N,)}

7
><6 k+k —k,—k,)(0+w —w,~w,)dk dk,dk, 0

Kernels of four-wave interactions are given by cumbersome expressions
that can be found in (Badulin et al., 2005, Zakharov, 1999). In deep water case
when there is no specific spatial scale the collision integral S , has a remark-
able property of inhomogeneity that will be used below

S, [PN@k)|=vv12S [N(K)] ®)

The gradient form of S  allows one to obtain easily three conservation
laws for total energy E=JE, dk, wave action N=)N,dk and wave momentum
Mk=kakdk that play an important role in the statistical theory of wind waves.
The feature of water waves is the only “true” integral of motion—wave action
N. Two other quantities £, M are formal integrals that exist in principal value
sense only.

2.2. The Kolmogorov-Zakharov solutions for water waves

The kinetic equation (4) has stationary solutions that satisfy
S =0 9)
One of these solutions appears when
N()Nl N2+N0N1 N.%_ NONQN.%_ Nl NzN?,ZO

i.e. it is balanced at every point of the resonant surface (6). This balance does
not depend on interaction kernels that result in thermodynamic solution

T
%o Yoo w

where temperature 7" and yp are arbitrary parameters. This Rayleigh-Jeans
solution appears in a great number of physical problems. However, this solu-
tion is physically irrelevant because the corresponding energy spectrum does
not decay at |k | —oo.
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Stationary kinetic equation (9) has a vast family of exact solutions com-
pletely different from the Rayleigh-Jeans spectrum (10). These solutions were
found by Zakharov with co-authors (Zakharov, 1966, Zakharov & Filonenko,
1966, Zakharov & Zaslavsky, 1982). The stationarity of these solutions is not
provided by vanishing the integrand in the expression (7) but vanishing the
whole S, The situation can be associated naturally with constancy of spectral
fluxes. Two special cases are of interest. The constant flux of energy P gives
the Kolmogorov-Zakharov solution for direct cascade (Zakharov & Filonenko,

1966)
E(w, 0)=Cﬁg‘”?’P”f"w*4 (11)

and the well-known spectral tail ™. The constant flux of wave action Q gives
the inverse cascade Kolmogorov-Zakharov solution with less exponent 11/3 of
frequency spectrum (Zakharov & Zaslavsky, 1982)

Ew, 0)=ng4/3Q1/3w,11/3 )

C,, C_are the basic Kolmogorov constants that determine dependence of spec-
tral levels on spectral flux quite like the case of river flow: the flux is higher—
the water level is higher.

The stationary solutions (11, 12) seem to be unrealistic. First, they provide a
transport between two infinities (from infinitely long to infinitely short waves
for direct cascading and in an opposite sense for inverse cascading). Second-
ly, these solutions are isotropic while wind-sea is strongly anisotropic. At the
same time, the power-law tails of these unrealistic solutions are reproduced
fairly well in all observations. Further we give an explanation of this fact.

2.3. Wave input

Ocean field experiments give no direct way to discriminate wave genera-
tion or dissipation and to quantify experimentally nonlinear transfer term
S, which is coexisting with S, , S, (Plant, 1982). To resolve this problem,
heuristical models for S, , S, are widely used (Hasselmann, 1974) as work-
pieces for further parameterization the observed wave input and dissipation.
The Cherenkov-like formula is widely used in a majority of the wave input
quasi-linear terms S, (Donelan & Pierson-jr., 1987, Hsiao & Shemdin, 1983,

Janssen, 1989, Plant, 1982, Snyder et al., 1981, Soomere, 2005)

S, =p(k, N,) N, (13)
where growth rate f(k) takes a form
pk)=cw(k)(c-1)" at ¢>1 (14)
and has an order of small parameter ¢ in (1). The Cherenkov-like factor

h
_ L g 15
¢=s é)hcosﬁ (15)
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relates a reference wind speed to the phase speed of wave harmonic (s is a co-
efficient close to 1, angle 0 is related to wind direction). Waves moving slower
than wind gain energy while waves which are faster than wind do not. Expo-
nent n in (14) usually takes values 1 or 2. Details on parameterizing S, can
be found in (Cavaleri et al., 2007) cited above. Here we just refer to fig. 15
as an illustration of high dispersion of results given by different parametric
formulas.

2.4. Wave dissipation

Wave dissipation is the most poorly understood term in the kinetic equa-
tion (4). The quasi-linear parameterization of whitecapping mechanism by
(Hasselmann, 1974) is still the main model implemented in most of the wind-
wave forecasting models. Alternative saturation-based whitecapping formula-
tions have been proposed in (Alves & Banner, 2003, Westhuysen et al., 2007).
Some other essentially nonlinear parameterizations of the term S, (Done-
lan & Pierson-jr., 1987, Phillips, 1985) are discussed predominantly in the
context of research models.

Some problems of the original whitecapping parameterization were dem-
onstrated by (Komen et al., 1984) for the balance of fully developed wind-
driven sea. Nowadays, spectral wind-wave models use this parameterization
in the following form

S, (s O=—C, g1 ml? [6 (U5)] +(1-6) (%) [F(h 60 (16)

where mean frequency  is defined as

a=px [ " (0B 6)dude)’ (17)

for total wave energy

E =f:w f 'fn E(w, 0)dwdd (18)
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Fig. 1. Dependence of wind-wave growth rate on non-dimensional frequency
in log- and linear scales given by different experimental parameterizations (see legends).
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=45 and 6=0.5 are default values in the WAM-cycle 4 model (Giinth-
er et al,, 1992, Komen et al., 1995) where the exponent p=4 is usually used.
Recent studies (Korotkevich et al., 2008, Zakharov et al., 2007) rely on much
sharper, threshold-like dependence on wave steepness u=wVE/g, with p>10.
According to (Zakharov et al., 2007), the whitecapping dissipation is over-
estimated in the WAM-cycle 3 and WAM-cycle 4 models. They propose the
followmg parameters: C, =0.11, 6=0 and p=12. The key message of such revi-
sion is high exponent p that models threshold-like dependence of dissipation
on wave steepness . Note a “non-physical” feature of formula (16): it does not
contain explicitly any small physical parameter while, logically, the term S,
should be of the same order of value as other terms of the right-hand side of
the kinetic equation (4). In our opinion, the dissipation term (16) should be
regarded simply as a tuning formula for poorly determined physical term.

C

2.5. Self-similarity of wind driven seas

In this section we consider a way to resolve the problem of poorly deter-
mined terms S, and S, . The happy chance is that the term of non-linear
transfer S  appears to be the leading one in the right-hand side of (4).

2.6. On leading role of nonlinear transfer

As mentioned above the nonlinear interaction term S, can be derived from
the first principles. According to (Zakharov, 1999) it can be written as

S, =F-T,N, (19)

where “nonlinear forcing” F, and “nonlinear damping” I', N, are

Fo=ng' [ 1T,,,, PN NN, 5 dk Kk,

37 ktk -ko-kg " wytw)-wo-wg

Ty =ng?[ | Ty, XV, N, NN 4NN ) 5 dk dk K,

ktkj—ko-kg ~wytw)-wo-wg

Kernel 7, =T ko ks Do by kg, ko= D ki b is a homogeneous func-
1 2: %3 1> %3, %2 2 1
tion of order Zv’l 1nvarlant with respect to rotation. Collection of its explicit (and
very complicated) expressions can be found in (Badulin et al., 2005). In the
most real simulations £, >>|S | and | N,| >>|S |. These two great com-
ponents of §  almost compensate each other. The Hasselmann equation in
the form (19) shows a strong relaxation due to four-wave interactions “by it-
self” in absence of any external forcing. Thus, one should compare input and
dissipation terms not with the total S , but with its separate components, say,
the total source growth rate y, = y, — vy, with the decrement of nonlinear dis-
R N in diss
sipation I',.
For infinitely narrow spectrum one can obtain very simple estimate

I, =36nw(w/w ﬁ)3p4cos2® (20)

that includes a huge enhancing factor 36n=113.1. A representative estimate of
wind input increment by (Plant, 1982) gives

v, =5.110" (Vi ,/) (w/ ) @1)
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Where U, —wind speed at standard height 10 m above the sea surface.
"Two independent parameters—steepness y, and wind speed U, determine
the answer on relative balance of wave generation and nonlinear transfer.
One gets from (20)

Ny, ~2.2610° @/ YV m&% ) (22)
P

Let formally minimal value w/w,=1 and U w /g=2. Even for the most ag-
gressive wave input by (Plant, 1982) and rather young wind sea the nonlin-
ear damping appears to be stronger than wind input for rather quiet sea
(1,>0.0365).

2.7. Split balance model and weakly turbulent laws of wind wave growth

The fact of leading role of nonlinear transfer allows for constructing quite
consistent asymptotic theory of wind-wave growth—the so-called split balance
model (Badulin et al., 2005). In the lowest order of the theory the wave evolu-
tion is governed by nonlinear transfer only

AN,/ _
%ﬁ =5, (23)

The conservative kinetic equation (23) requires a boundary condition to
determine a unique solution. The formally small terms of external forcing
(wave input and dissipation) allows for formulating such condition in the form
of balance of integral quantities

d<N1%t = (S, +S,. (24)

For deep water waves when the collision integral S , is homogeneous func-
tion of wave vector one can construct a family of self-similar solutions for two

(a) (b)

=~ Tsnyder
: = Toonelan
s/ oo i : ThisiaoShemin

0 ofs 1 1?5 2 2?5 3 10°
(Ju/oup P

Fig. 2. (a) Decomposition of the collision integral S (solid line) for the case by (Komen et
al., 1984) into nonlinear forcing F, (dashed) and damping I'_(dotted) terms; (b) Nonlinear
damping coefficient I, given by theoretical estimate (20) and by the numerical simulation
(dashed and solid bold curves, correspondingly). Conventional dependencies of wind
growth increments (Donelan & Pierson-jr., 1987; Hsiao and O.H. Shemdin, 1983; Snyder,
1981) are shown by thin curves with authors’ names in legend.

33



S. Badulin

particular cases: duration-limited (spatially homogeneous growth) and fetch-
limited (stationary spatial growth) when total input <Sm+S dm> is a power-law
function of duration or fetch. These solutions have forms of self-similarity of
the second type when spectral shape is determined by an “internal” self-sim-
ilar variable—non-dimensional frequency w/w, and “external” dependence is
specified by a power-law dependence on fetch or duration. Note, that it is con-
sistent with conventional parameterizations, e.g. JONSWAP spectrum (Has-
selmann et al., 1973) and its modifications (Donelan et al., 1992). The second
self-similar argument in these parameterizations is wave age C /U, i.e.

E@) = (C/U)0@w). (25)

The self-similar solutions of the split balance model (23, 24) do not contain
wind speed explicitly. The key “external” self-similar argument of these solu-
tions is determined by total wave input <Sl.”+S dl.h>—spectral flux at infinitely
high frequencies. The relationship between the spectral magnitude (total en-
ergy) and the total input appears to be similar to one for the stationary Kol-
mogorov-Zakharov solutions (11, 12). Thus, the split balance model allows one

to propose weakly turbulent law of wind wave growth in the following form

1/5
£y o (-Lgdf/dt) : (26)
g g

Self-similarity parameter ¢ in (26) is an evident analogue of the Kol-
mogorov constants C, C in (11, 12) and depends slightly on exponents of self-
similar solutions. Its numerical estimates are close to ¢ =0.67+0.1 (Gagnaire-
Renou et al,, 2010a). Formally, the law (26) is valid for cases with power-law
dependence of total input <Sm+S dm> on duration or fetch. In general case it
can be used as well as an adiabatic relationship. This validity has been dem-

onstrated for more than 20 experimental dependencies of wind wave growth
(Badulin et al., 2007).

2.8. Reference cases of wind-wave growth

The split balance model in the form (23, 24) does not consider explicitly
wind-wave coupling but operates with total net wave input only. At the same
time, important results on the coupling can be obtained using the weakly
turbulent law (26). Self-similar solutions of the split balance model predicts a
family of power-law dependencies on non-dimensional fetch y

E=Etx; Z:)ﬁ=w0)("/x 27)

or non-dimensional duration 7
I — 70, . =~ -
E=E%"; W, =0T (28)

Three sets of exponents p . g, in (27, 28) play special role. These expo-
nents correspond to one-parametric dependencies of wave height on wave
period

H~T%
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with exponents z=5/3 (Hasselmann et al., 1976), z=3/2 (Toba, 1972), z=4/3
(Dependence... 1983). The most known Toba’s 3/2 law (Toba, 1972) being
treated within the weakly turbulent law (26) shows stationarity of net energy
input dE/dt=const. Using the Toba law in the form

HY=B(gu*)I/2TSB/2 (29)
one can have from (26) immediately the energy rate
dE n'Bul 0.16 p, ul (30)
T

where B=0.062 is the Toba constant (Toba, 1972). Similarly, two other laws cor-
respond to stationarity of wave input of wave momentum (Hasselmann et al.,
1976, law 5/3) or wave action (Dependence... 1983, law 4/3). Estimate of en-
ergy input give the following result:

dE

C 2
S =10 Le 2 &)
pIU a;g

for regime of constant in time production of wave momentum. Note, that the
wave momentum can be associated quite naturally with turbulent wind stress
rw=<u'w'>.

The evolution of relatively old wind waves is provided by constant produc-
tion of wave action and is decaying with wave age

dE w2 ul (32)
dt - /) w Cﬁ (Zi\g

Summarizing results of the section emphasize fruitfulness of general ap-
proach to the wave description. It gives valuable estimates of wave parameters
in terms of self-similar solutions and, moreover, allows specify parameters of
wind-wave coupling as it is made here for reference cases (30-32).

3. The theory of wave turbulence and wind-wave forecasting

The theory and forecasting of waves develop, to a considerable degree, in-
dependently. In addition to theoretical basics the wave forecasting uses exten-
sively advanced technologies of data assimilation, remote and in situ measure-
ments. In many cases, these technologies force out the physically consistent
modeling. Two cases given below show how the correct theoretical vision can
help in physical analysis and in improvement the wind wave forecasting.

3.1. Example 1: anomalously strong relaxation in the mixed sea

Usually wave field in the ocean is a superposition of waves generated by
local wind and of remotely generated swell. This case, the so-called mixed
sea, is of special theoretical and practical interest. Special methods are devel-
oped for discriminating the observed wave field into two components: wind
waves and swell. Theoretical description of the state is also not trivial as far as
swell and wind waves evolve at essentially different spatio-temporal scales and
the physical mechanisms of their coupling with wind are also quite different.
Very interesting effects of the mixed sea state (Kahma & Pettersson, 1994,
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Nguy, 1998, Pettersson, 2004, Young, 2006) can be treated adequately within
the presented statistical approach and the concept of dominating nonlinear
transfer.

In Fig. 3 results of numerical simulation of the mixed wind sea are pre-
sented. Initial two-mode spectrum consists of a strong swell with period about
10 s and relatively weak wind component with period 5 s. Anomalously fast
relaxation of the wind-driven component is clearly seen at timescales of first
hundreds of wave periods. This timescale can be estimated adequately by
formula (20): the effect of low frequency swell enhances relaxation by non-
dimensional factor /w,, while steep young wind waves gives additional effect
by factor p?!. As a result, the anomalously fast absorption of wind waves by
swell occurs. These effects were reported in (Kahma & Pettersson, 1994, Pet-
tersson, 2004) for Baltic Sea where quite often wind waves follow preferential
directions associated with swell.

3.2. Example 2: wind waves in Tallinn Bay

As the second example of adequate use of the statistical approach con-
sider the regional wave model developed for Tallinn Bay in Tallinn Univer-
sity of Technology (Soomere, 2005). This model was created on the basis of

920 920

5

5

Fig. 3. Evolution of spatial spectrum of
mixed wave field. Left—initial state at t=0
with two peaks at periods about 10 (swell)
and 5 s (locally generated wind waves).
Swell propagates at angle 30° to the wind
direction. Center—wave spectrum at t=522 s.
0 (approximately 100 periods of wind waves).
Right—t=2,000 s, wind waves are almost
completely absorbed by swell.
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an international standard of wave forecasting models—WAM (WAve Model)
(Komen et al., 1995). The construction of any wave model for such small ba-
sin as Tallinn Bay is accompanied by a number of questions. The first one is
on adequacy of the statistical approach itself for the case when spatial scales
numbers a few hundreds of wavelengths only. Fortunately, it works in a major-
ity of cases quite well. Two assumptions accepted in (Soomere, 2005) take into
account specific physics of wind wave field. First, wind field is considered as
homogeneous in the bay and local wave field is not affected by remote wave
field. The second assumption is not so evident but it allows one to predict
wave field quite good at reasonable computational efforts: the wave field is
considered as independent on previous history, as a sort of saturated state.
The model showed its ability for analysis of long-term and climatic features in
the closed basin of Tallinn Bay. Implicitly, the success of this modeling justify
our above conclusion: the relaxation of wave field due to nonlinear wave-wave
interactions is quite strong. The details of wave input and dissipation appear
to be of secondary importance.

4. Concluding remarks

In this lecture we presented ideas rather than ready-to-use recipes and
recommendations for modeling wave field in near-shore zone. At the same
time, asymptotic split balance model has been given as a tool of transparent
physical analysis. Basing on hypothesis of dominating nonlinear transfer we
obtained explicit formulas for the rate of nonlinear damping (20) and esti-
mates of wave input due to wind (30-32). Examples of the last section show
adequacy of these simple relationships. The list of references is an essential
part of this lecture and should be used for further progress in wave stud-
ies. Our lecture shows that in the near-shore dynamics is not a collection of
a great number of methods, physical factors etc. It can contain, as in case of
wave studies, surprisingly transparent physics and, thus, is very attractive for
young researchers.
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Simulation of wind waves in coastal shallow zone

Ilia Kabatchenko, Mikhail Reznikov

Abstract

A numerical simulation of Korteweg-de Vries (KdV) equation for wind waves in
coastal seas is proposed. The numerical simulation uses a scheme of “Cabaret”
in the version—against the flow. The selected numerical scheme proved to be as
stable and dissipation free. The numerical results are in good agreement with
well-known analytical KdV solutions. The modelling shows that the evolution
of wind waves, described by the KdV equation in shallow coastal zone is gener-
ally consistent with predictions of the theory of three-wave interactions in the
spectrum of wind waves.

B pabore npegaokeHa YHCAE€HHAsA peaiusanusa ypasHeHus Koprsera-ge
Bpusa (KgB) aas BeTpoBOro BoAHeHHA B IpubpexHoii 3one mops. Ipu unc-
AE€HHOM MOJZEAMPOBAHHMHU HCIIOAB30BaHa cxema «Kabape» B BapuanTe — mpo-
THB IOTOKA. BoIOpaHHAA YMCAEHHAA cXeMa IoKaszaAa ceOs Kak ycTohuupas U
6esguccunarupHas. IloaydeHHBIE PE3YABTATHI XOPOILIO COTAACYIOTCH C U3BECT-
HBIMM AHAAUTHYECKUMU pemeHusaMu KaB. BblmoAHEeHHBIE YHCAEHHBIE PaC-
YeThl MOKA3AAHU, YTO XapaKTeP 9BOAIOIIUH BETPOBOI'O BOAHEHH I, OIUCKHIBAE-
Mblil ypaBuenuem KaB, B 30He npuOpeKHOr0 MEAKOBOADbS B IIEAOM COOTBETCT-
ByeT XapaKkTepy, IPeACKa3aHHOMY TeOPHeil TPEXBOAHOBBIX B3aUMOJEHCTBUI B
CIIEKTPE BETPOBOI'O BOAHEHHUA.

1. Introduction

In the deep water in modeling of wind waves traditionally used Hassel-

man’s kinetic equation (The WAM Model, 1988) for wind wave directional
spectrum. Using this equation for the coastal transformation zone encounters
well-known difficulties. An alternative spectral approach in the coastal zone
is a return to the dynamic equations. This zone is located at depths ranging

from 3 to 30 m.

2. Results

In this work, the coastal shallows proposed calculation of wave surface on
the model of Korteweg-de Vries (Korteweg, de Vries, 1895):

Ilia Kabatchenko, Mikhail Reznikov (<)
N.N. Zubov’s State Oceanographic Institute, Moscow, Russia

40



Simulation of wind waves in coastal shallow zone
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where {—the wave surface elevation, ¢, =(gD)*”’—phase velocity of long waves,
D—depth, x—spatial coordinate, t—time.

In the numerical solution of (1) uses “Cabaret” scheme in option “against
the flow” (Golovizin et al., 2000).

One possible solution to the KdV equation is a solitary soliton:

—At/3
& (x, t)=Acosh‘2(%)’ (2)

L=\/124/,

where A—amplitude of the soliton, L—effective width of its base. The nu-
merical experiment soliton moved in a circular basin with a length of 1 km.
The first and last points of the basin were connected. Fig. 1 shows the two soli-
ton: the original (solid line) and the resulting solutions of the KdV equation
after the soliton has passed the basin more than 1.2 km for 1,300 time steps.
In the numerical solution used by 100 points on the x-axis in steps of 10 m and
discrete time, equal to 0.5.

Along with the solution in the form of a soliton of the KdV equation there
is a periodic solution. Fig. 2 shows the elevation of wave surface ¢ over the flat
bottom with a depth of 10 m. In the numerical solution used 80 points on the
x-axis in steps of 10 m and a discrete time, equal to 0.5.

Fig. 3 shows the distortion of the spectrum of wind waves after the pas-
sage of wind waves over the bar from the top of the depth equal to 3 m.
The calculation is performed by the KdV model. The horizontal dimensions
of the bar—400 m, ¢ bottom slope s=0.035. Note the strong distortion of
the original spectrum and the appearance of a large number of secondary

EYm

25 —

I Fig. 1. The distortion of the soliton

) n after the passage of 1,300 time steps
(solid line—the original soliton, dotted
line—the result of solving KdV).

1.5 —
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Fig. 2. The ordinates
of the wave surface
/\ /\ of the flat bottom with

0.5 4

a depth of 10 m.

054

X, comy

maxima, especially at low frequencies. This type of distortion of the spectrum
in shallow water predicted by the theory of three-wave interactions (see, for
example (Zaslavsky et al., 1995)). The significant difference solution obtained
by the KdV from that obtained by the model (Zaslavsky et al., 1995), is that
in (Zaslavsky et al., 1995) three-wave interactions are tied to a specific depth.
And if the depth after the bar increases, the secondary maxima were not
saved. As part of the KdV equation obtained over the bar distortion of the
spectrum are carried on at a relatively deep area of water area.

3. Conclusions

A numerical version of the KdV equation for wind waves is used in the
coastal zone of the sea on a “Cabaret” scheme in option “against the flow”.
The selected numerical scheme proved itself as a stable and dissipation free.

The evolution of wind waves, described by the KdV equation in shallow
coastal zone is generally consistent with the nature, theory predicts the three-
wave interactions in the spectrum of wind waves.

This work was supported by RFBR projects No. 09-05-00857.

Frequency \Wave Spectrum
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Fig. 3. The distortion of the
spectrum of wind waves after
the passage of the irregular
waves over an underwater
bar, obtained by solving the
KdV equation.
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Irregular waves transformation in a coastal zone

Sergey Kuznetsov

Abstract

In the lecture the visible phenomena’s, arising in result of nonlinear, dissipa-
tive and dispersive mechanisms of transformation of individual waves and their
group structure in a coastal zone are considered in details by methods of spec-
tral, bispectral and wavelet analysis. By numerical and physical modeling the
observed effects (alignment of heights of waves, formation of secondary waves, a
periodic exchange of energy between the first and second harmonics, nonlinear
expansion of a wave spectrum, paradox of an abnormal dispersion of waves and
others) are interpreted and explained from the physical point of view.

B AekImH Ha OCHOBE aHAAM3A MHOT'OYHCACHHBIX SKCIEPHUMEHTAABHBIX JaH-
HBIX TOAPOGHO HM3AOKEHBI BHAMMBIC IPOSBACHHA HEAHHEWHBIX, /JHCCHIIA-
THUBHBIX U AI/ICHepCI/IOHHbIX MEXAHU3MOB TpaHC(I)OpMaL[I/II/I I/IHAI/IBI/IAya/\])HI)IX
BOAH U HX I'PYNIOBOH CTPYKTYpHI B 6eperosoii 3oHe Mopsa. HabAlogalomuecs
9(PPEKTHI (BHIPABHUBAHHUE BBICOT BOAH, 0OpasoBaHHE BTOPHUYHBIX BOAH, IIE-
puoAuYecKkuit 0OMeH Hepruei MeXAy MEePBBIMH M BTOPBIMU FAapPMOHHUKAMU,
HEAHHEHHOE pacIIMpeHHe CIeKTPa BOAH, MAPaJOKC AHOMAABHOM JHCIIEPCHN
BOAH U ApyrI/Ie) HpOI/IHTepHpeTI/IpOBaHbI HyTeM YUCAEHHOTO MOAC/\I/IpOBaHHH
U JaHo uX pusndeckoe oObACHEHUE.

Sergey Kuznetsov (><)
P.P. Shirshov Institute of Oceanology RAS, Moscow, Russia
e-mail: Kuznetsov@ocean.ru
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Wave-induced circulation in porous media

Stanislaw Massel

Abstract

Water flow through the beach body is of great importance for introducing water,
organic materials and oxygen to the ground environment as well as for sediment
transport and coastal structure stability and modern beach nourishment tech-
niques. To explain the nature of the pore-pressure and resulting velocity circu-
lation, an exact close-form solution based on the Biot theory for multiphase flow
has been developed. This solution takes into account soil deformations, volume
change and pore-water pressure. As the experimental estimation of infiltration
into beach sand is very difficult to carry out under real sea conditions, a control-
led, almost full-scale experiment was carried out in the Large Wave Channel in
Hannover (Germany) on a natural beach sand with the mean diameter of fine
grained sand was used and a uniform beach with a 1/20 slope was created in
the channel.

IToToK BOABI YEPE3 MOPHCTOE TEAO MASAKA UI'PAET OOABITYIO POAD AAA TPAHC-
OPTa OPTAaHMYECKOIO MaTEPHAAA U KHCAOPOJA B TPYHT. BAuseT on takxe
Ha TTOTOK HAHOCOB U CTAOMABLHOCTL 6€PEroBhIX COOpPyREHU. /A BLIACHEHN A
IIPOLeCcCa 3aTyXaHUA AABA€HUS HOPUCTBIX BOJ U IUPKYAALIUH, BLI3BAHHOMN
rpajgueHTaMu JaBA€HU A, ObIAQ TIOCTPOEHA TEOPETHYECKASA MOAEADL, OCHOBAH-
Hasl Ha TEOPUHU MYABTH-(PABHBIX Cpes béra. TeopeTI/IquKI/Ie pe3yAbTaThI ObI-
AM CPaBHEHBI C PE3YABTATAMHU 9KCIEPUMEHTA B GOABIIOM BOAHOBOM KaHaAe
(I'annosep, I'epmanus). Macmrab skcrnepuMenTa 6bIA 0O9€Hb GAHU30K HATyp-
HBIM YCAOBHAM. Pe3yAbTaTnhl 9KcIlepUMEHTAa OKAa3aAMCh OY€Hb IOXOKMMHU Ha
pe3yAbTaThl pacuera 1o reopuun béra.

1. Introduction

Permeable sands are most common in the coastal environment and relict
sands cover approximately 70 percent of the continental shelves. In particu-
lar, large volumes of sea water, driven by wave energy, are filtered by sandy
beaches, and during this process the microfauna of the porous sand body

Stanistaw Massel ()
Institute of Oceanology, Sopot, Poland
e-mail: smas@iopan.gda.pl
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mineralize organic materials in the water and recycle nutrients. High nutri-
ent concentrations boost phytoplankton growth to generate about 30 percent
of the total oceanic primary production in a zone covering less than 10 per-
cent of the World Ocean (Huettel & Rusch, 2000). Although the biodiver-
sity and biomass of organisms within the beach body are low, it has been
shown that marine sands transfer energy very effectively (Westawski et al.,
2000).

The velocity of flow as well as the amount of water circulating within the
permeable beach body is important for the biological status of the organisms
inhabiting the beach sand. Wave-induced pressure and stresses in seabed are
also important with regard to beach protection, design of foundations for
gravity-type breakwaters and offshore oil storage tanks. They are the key ele-
ments when one considers the problem of flotation of buried pipelines and the
burial of rubble mounds, tetrapods and other blocks by waves.

For tideless seas the groundwater flow is governed entirely by the surface
wave dynamics on the beach. As waves propagate towards the shore, they
become steeper owing to the decreasing water depth and at some depth, the
waves lose their stability and start to break. When waves break, wave energy is
dissipated and the spatial changes of the radiation stress give rise to changes
in the mean sea level (MSL), known as the set-up. Longuet-Higgins (1983)
demonstrated that the mean on-shore pressure gradient due to wave set-up
drives a groundwater circulation within the beach zone. Water infiltrates into
the coastal aquifer on the upper part of the beach near the maximum run-up,
and exfiltration occurs on the lower part of the beach face near the breaking
point.

As the precise estimation of the extent of run-up, induced infiltration in
beach sand, and groundwater table variation are very difficult to carry out
under real sea conditions, a controlled large-scale laboratory experiment was
performed in the Large Wave Channel (GWK) at the Coastal Research Centre
(FZK) in Hannover (Germany). The GWK provides a unique opportunity for
such an experiment. The simulation of regular and random waves with pre-
scribed spectra yields a very realistic pattern of the sea surface. Moreover, the
excellent testing facilities help substantially in recording the extent of run-up
on the beach face, its velocity, and the amount of water infiltrating into the
beach body (Massel et al., 2004).

The aim of this paper is to describe the technology used in the experiment
and to report some preliminary results. Moreover, a theoretical comprehen-
sive analysis of wave-induced pressure and groundwater circulation based on
Biot’s linearized theory, which takes into account soil deformations, volume
change and pore-water flow, is given.

2. Methods
2.1. Experiments in the Large Wave Channel (LWK)

The experiments reported here were carried out in the largest channel in
Europe—the Large Wave Channel (GWK—Grosser Wellenkanal) in Hanno-
ver (Germany). The channel is 307 m long, 5 m wide and 7 m (Fig. 1). The in-
stalled power of the piston type wave generator combined with an upper flap
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Fig. 1. Large Wave Channel
in Hannover.

is about 900 kW. The gearwheel driven carrier gives a maximum stroke of
+2.10 m to the wave paddle.

The stroke can be superimposed by an upper flap oscillating within 10 de-
grees in order to simulate shorter wave kinematics more accurately. As a re-
sult, waves (regular and irregular) up to a height of 2.0 m can be simulated.

During the experiment, a water depth of 4 m in front of the beach was as-
sumed. Natural beach sand was used and a uniform beach with a 1:20 slope
was created in the channel. To measure the pore water pressure, four systems
of pressure gauges were installed along the beach face (Fig. 2).

In each system, four piezoelectric pressure sensors were fixed to a metal rod
arranged in the form of a cross. Such an arrangement provides an opportuni-
ty to estimate not only the pore pressure, but also the horizontal and vertical
water velocities in the beach body. The pore pressure System 1 was located at
the waterline, while Systems 3 and 2 were in the run-up and run-down zone,
respectively. Additionally, System 4 was placed in front of the breaking zone,
where set-up due to radiation stress was not observed.

During experiments two types of pore pressure were distinguished in the
observed experimental data. In the zone of non-breaking waves (System 4),
only the so-called phase-resolving type of pore pressure exists when the
pore pressure responds almost instantaneously to surface wave oscillations
(Fig. 3).

System 1
230 m

System 2 System 3
228m | 232m

System 4
190 m

wave propagation direction

> 7

|
150 190 230

Fig. 2. Location of the pore pressure gauges on the sand beach.
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On the other hand, two types of pore pressure are generated in the surf
zone. Apart from the phase-resolving pore pressure component, a slowly
varying pore pressure component is observed. This component is called the
phase-averaged pressure when the pressure slowly increases from the initial
zero value to some asymptotic value as a result of wave action (Fig. 4).

2.2. Governing equations for wave-induced pressure
and groundwater circulation

Let us now summarize briefly the wave-induced flow and stresses in a po-
rous elastic medium using Biot’s theory. It is assumed that the sand is isotropic
and the flow is two-dimensional in the plane (0, x, z). The origin of the Carte-
sian coordinates (x, z) is fixed on the mean free surface (z=0) and z is positive
upwards The water depth is i and the depth of the nonpermeable bottom
is i,. Thus, the thickness of the permeable layer is (2 —h). Moreover, that the
coefficient of permeability and the p0r051ty of sand are K, and n, respectlvely

We are interested in the small strains in soils, and particular soil grains are
assumed to be incompressible, i.e. density of soil p =constant. However, the
soil matrix can still be compressible. In shallow water, due to possible wave
breaking and the entrance of gases into the porous media and the production
of gases by the organisms living in the sand, the apparent bulk modulus of the
pore water E depends on the degree of saturation by water S. In the relation-
ship proposed by Verruijt (1969) we write:

1600

1 Fig. 4. Pore pressure oscillation
MM ; MW

800 - / ‘I.H\

pore pressure [Pa]

400

T T T
100 150 200 250 300
time [s]



Wave-induced circulation in porous media

1 S 1-S
— = 1
Eu' Ew p()
where E_ is the true bulk modulus of pore water without air and is equal to
1.9x10° N/m?, (1-8) is the degree of saturation by air, usually less than one,
and p, is the absolute pressure.
From the effective stress concept and Hooke’s law we obtain the following

equations of equilibrium (Massel et al., 2005):

Gv?g_kii:a_‘/b
1-2v 9x  ox ’

(2)
GVip+ ¢ iza—p
1-2v 9z 9z

in which v is the Poisson ratio, ¢ and # are the x and z components of the soil
displacement, respectively, G is the shear modulus of the soil and ¢ is the vol-
ume strain for the two-dimensional problem. The pore water pressure satis-
fies the continuity equation:

el ®

V)= ——

P K,

Egs. (2) and (3) form a system of three partial differential equations for

three unknowns: p, ¢ and 9. To solve them we need to formulate appropriate

boundary conditions. At the sea bottom line (z=-h), the boundary conditions

should express the physical fact that the effective vertical stress is zero, the

shear stress is negligible and that wave-induced pressure fluctuations exists.

We assume that the bed rock at z=—h_is impermeable and rigid. Thus, soil

displacements at this boundary are zero and no flow across the boundary is
allowed, 1.e.:

E=TZ =0, “)

o _

9z 0, ®)

For the boundary condition, periodic both in time and space, we assume
that the soil displacements &, 7 and pore pressure p are also periodic in time
and space.

Massel et al. (2005) formulated a close form solution for arbitrary values
of the stiffness ratio, G/E of porous media. It was shown that for completely
saturated coarse soils (G/E, —0) the pressure attenuation is very small and
independent of the soil permeability, i.e.:

V2p =0, (6)
In the other extreme case, when dense sand is saturated with a mixture
of liquid and gas, the stones of the soil becomes much larger than that of

the pore quid, i.e. (G/E,—). Thus, the equation for pore pressure takes the
form:

oy W 0P _
v2p KE o - 0. 7)

19



S. Massel

Above equation has the following solution:

P, 2, )=R{P(z)expli(kx—wt)]}, (8)
in which:
_ cosh p(z+h,)
PE=F, cosh p(h +h)” )
and

0 7 . hwy
yi=pi=k [l— ] (10)

"BKE,
The general solution for arbitrary soil stiffness takes the form of eq. (8) with
the following pressure function P(2):

Pl)=g P cosh k(z+h, ) P sinh k(z+h )
=l = o, nh i,
z+h cosh k(z+h,) N z+h sinh k(z+h, ) 1
T Tcoshkh U0k sinhkh, b
cosh p(z+h) N cosh p(z+h)
‘0 "cosh wh, © % coshyh,
in which:
wy n 1 1-2v
o—pody_, T |, . 12
yr=h {1 "IK, [E;,Jr G 2(1—v)]} (12)
3. Results

During a controlled large-scale laboratory experiment carried out in Large
Wave Channel in Hannover, an extensive data set was collected. The stiffness
ratio G/E_ varied between 50 and 400. It was shown that for G/E >50, the verti-
cal distribution of the pore pressure was very close to the distribution given
by Eq. (7), identical to the solution obtained by Moshagen & Tgrum (1975)
when the soil is rigid and the fluid is compressible. This is illustrated in Figs. 5
and 6. In Fig. 5 the vertical distribution of the amplitude of the pore-water
pressure for both special cases resulting from Eqs. (6) and (7) are shown for
short waves (Test 10: period 7=5 s, incident wave height H, =0.3 m). The at-
tenuation of pore-water pressure for the case of fully saturated soils (eq. (6))
is small and independent of the soil permeability. On the other hand the soil
is partly saturated with a mixture of water and gas (eq. (9)), pore pressure at-
tenuates very rapidly. In the same figure, the full solution (11) for Test 10 with
the stiffness ratio G/E, =78 is shown. Solution (11) is very close to the solution
for a partly saturated soil when G/E —% and compares very well with the
experimental data.

The results for the case of longer waves (Test 2: period 7=8 s and inci-
dent wave height H, =0.5 m) is demonstrated in Fig. 6. Now the stiffness ratio
G/E. =134 and the pore pressures resulting from solutions (9) and (11) are
almost identical.
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normalized pressure amplitude normalized pressure amplitude
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eq. 11
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Test 10 (short surface waves)

6 Test 2 (long surface waves)
3.0 T=5s

-3.04 T=8s

depth 7 [m]
depth 7 [m]

Hip=03m Hypy=0.5m
h=20m h=20m
| h,=4.0m h,=4.0m
] | n=026 ] | n=026
33 E\ =48 10°N m? 35 E'\ =28 x 10°Nm?
I E=10° Nm? [ E&=10° Nm?
|‘ K=29%10%ms’ } Ki=29x 10*ms"
40 | 4.0 I
non-porous sea bottom non-porous sea bottom
Fig. 5. Comparison between experiment Fig. 6. Comparison between experiment
and theory with respect to pore pressure and theory with respect to pore pressure
for short surface waves. for long surface waves.

4. Discussion

Theoretical results are dependent on the values of coefficient K, and satu-
ration level S. The filtration coefficient K , was obtained from the well-known
Hazen formula (Massel, 2001):

K,=0.5D} (13)

107

in which K, is in meters per second and the characteristic diameter D is in
centimeters. Using D,,=2.1x107* cm (Massel et al., 2004), we obtain K =2.2X
Xx10~* ms™', which is very close to the value obtained in the laboratory test.

The degree of saturation of air in the pore water was not measured directly
in the experiments, but the apparent bulk modulus of water E, was estimated
from the best fit of the experimental pore pressures to the theoretical ones.
The comparison made for all 23 tests showed that 4X10° Nm?<G/E <1.6X
x10° Nm~. Using these values in eq. (1) yields a very high degree of saturation
by air. However, sand used in the experiment cannot be regarded exactly as
natural sand as was assumed in Verruijt’s (1969) formula. It is very probable
that during sand layering in the wave channel, some pores within the beach
body will be saturated by air/gas microbubbles. From extensive field meas-
urements of wave-induced pore pressure for water depths of approximately
5-10 m and to a depth of approximately 18 m below the sea bottom carried
out by de Rouck & Troch (2002), it follows that there was approximately three
percent gas in the soil pores. However, in laboratory conditions, the air/gas
content can be in the range 3-10 percent.

In the real natural situation, sea bottom is usually covered by the sequence
of ripples induced by surface waves. Simple mathematical models are present-
ed for pore water circulation below rippled sea bottom. Two cases of induced
flow are considered. First, the circulation induced by bottom current with
constant velocity is examined using the conformal mapping technique. Sec-
ondly, the circulation of pore water under the system of N sinusoidal ripples
is examined (Massel, 2010). In very shallow water depth, the radiation stress
mechanism produces some denivelation of the mean water level. Due to this
denivelation, some extra stationary pressure is created which induces also the
circulation of the pore water in permeable media. Results of the modeling in-
dicate that under waves action, close waterline a vertical “barrier” was formed
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with vertical velocity flow only Massel, 2001). This barrier separates sea water
from the inland water flowing to the sea which may have substantial ecologi-
cal consequences.

5. Conclusions

The tests carried out at the Coastal Research Centre provide a substan-
tial amount of very unique experimental data on surface-wave-induced pore
pressure. In particular, under controlled and almost full-scale conditions, the
dual nature of the pore pressure has been detected. It was found that beyond
the breaker zone, only the so-called phase-resolving pressure is observed,
while within the surf zone, the phase-resolving component as well as the
phase-averaged pressure component are recorded. The pore pressure gradi-
ents provide valuable information on the kinematics of groundwater flow in
the beach body. The data collected were used for comparison with the theory
based on the Biot approach and showed very good agreement.
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Hydro- and morphodynamics of a multi-bar coastal zone

Rafal Ostrowski

Abstract

Coastal hydrodynamic processes mainly comprise wave transformation in the
nearshore zone and appearance of wave-driven currents. At each location of a
multi-bar coastal zone, interaction of waves and wave-induced currents (long-
shore and cross-shore) gives rise to a coupled bed shear stress, which is a driving
force for sediment transport. In the longshore direction, motion of sediment is
consistent with the resultant wave-induced longshore flux of water. The cross-
shore sediment transport rates at individual places of the cross-shore profile
are dependent on very delicate imbalances between an onshore flow in the bed
boundary layer caused by vertical asymmetry of wave shape and the wave-driv-
en return current (undertow) directed offshore. Evolution of the sea bed and the
shoreline depends on spatial variability of the net (resultant) sediment transport
rates.

ITpubpexubie THAPOJMHAMHYECKHE TIPOIECCH BKAIOYAIOT TAABHBIM 06pazom
TPAaHCPOPMALIUIO BOAH B IPUOPEKHOI 30HE U IOABACHHE BOAHOBBIX TEUCHHUIA.
B kamxaoMm ydacTke 6eperosoil 30Hbl C MHOKECTBOM TOABOAHBIX BAAOB B3aH-
MoAeHCcTBHE BOAH M UH/AYIITUPOBAHHBIX BOAHAMU Te4eHUl (BJOABOEPErOBLIX M
HOIEPEYHBIX) JaeT HAYAAO IPUJOHHOMY CABHIOBOMY HAIIPAKEHUIO, KOTOPOE
ABASIETCA BeAyleit CHAOR TpaHCIOpTa HaHOCOB. Bo B4OABOEPErOBOM HaIIpaB-
AEHHMH JBHKEHHUE HAHOCOB HAIIPABAEHO B COOTBETCTBHU C PE3YABTHUPYIOUIUM
BAOABOEPETOBBIM IIOTOKOM BOABI. B IIOII€EpEYHOM HAIPABACHUU TPAHCIIOPT
HAaHOCOB MMEET MECTO HA ONPEJEAEHHBIX Y4acTKaX IMOABOJHOIO MPOPHASL U
3aBUCUT OT OY€Hb AEAMKATHOTIO AUCOAAAHCA MEK/JY HAllPpaBAEHHBIM Ha Geper
IIOTOKOM B MIPUJOHHOM CAO€, BbI3BAHHBIM BEPTUKAABHONH aCUMMETPUEH BOA-
HOBOT'O IPOPUAS, U HATIPABACHHBIM B CTOPOHY MOPs KOMIIEHCAIJMOHHBIM I10-
TOKOM. DBOAIOLMSA MOPCKOIO gHa U 6€peropoii AMHMHM 3aBUCUT OT IIPOCTPAH-
CTBEHHOH M3MEHUYHBOCTH PE3YABTUPYIONIETO TPAHCIIOPTA HAHOCOB.

Rafatl Ostrowski (<)

Institute of Hydro-Engineering of the Polish Academy of Sciences (IBW PAN),
Gdansk, Poland
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1. Introduction

Coastal zones built of sandy sediments are subject to continuous evolution
caused by frequently changing hydrodynamic conditions. This evolution can
be observed in many time scales and results in short-term changes (of hours
and days) up to long-term morphodynamics (of years and decades). Conven-
tionally, it is assumed that the seabed evolution takes place due to spatial vari-
ability of net (resultant) sediment transport rates. In theoretical description,
for convenience, the sediment transport is divided into cross-shore and long-
shore. Similarly, coastal changes in the cross-shore and longshore domains
are assumed to result from variability of respective components of the sand
motion.

Coastal hydrodynamic processes mainly comprise wave transformation in
the nearshore zone and appearance of wave-driven currents. At each location
of a multi-bar coastal zone, interaction of waves and wave-induced currents
(longshore and cross-shore) gives rise to a coupled bed shear stress, which is
a driving force for sediment transport. In the longshore direction, motion
of sediment is consistent with the resultant wave-induced longshore flux of
water. In the cross-shore direction, the resultant sediment transport is princi-
pally dependent on a very delicate imbalance between an onshore flow caused
by vertical asymmetry of wave shape and the wave-driven return current di-
rected offshore.

Here, the classical deterministic modelling approach is followed, compris-
ing theoretical description of the physical processes occurring in a coastal
zone. Within this modelling system, first the processes of wave transforma-
tion and breaking are determined, as well as wave-induced currents, quanti-
tatively much dependent on the features of the multi-bar cross-shore profile.
Then the shear stresses at the sea bed are calculated, from which the sediment
transport rates are found. Spatial variability of these rates cause changes of
the sea bed level and the shoreline position.

2. Results

2.1. Wave transformation and wave-driven currents

A reliable description of the wave-current field is crucial for a precise de-
termination of the sediment transport rates. The set of models developed
by Szmytkiewicz (1995) and Szmytkiewicz (2002a, 2002b), enabling calcula-
tions of wave transformation and wave-driven currents, has been validated
thoroughly using laboratory and field data, both from the literature and the
IBW PAN facilities. A brief description of this computational framework is
given below.

In the modelling of wave motion, following Battjes & Janssen (1978), it is
assumed that the waves are random and that their heights in the entire coastal
zone can be described by a Rayleigh distribution. The wave height H is com-
puted from the equation of the energy flux conservation where the roller
effect (rotating mass of water, located on the crest of the breaking wave, see
Fig. 1) is also taken into consideration:

d d
e (E-C; cosf)+ e (E-C-costh=-D (1)
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where E is the total wave energy, I the kinetic energy of the roller as de-
scribed by (Svendsen, 1984), C and C, the phase and group velocity of waves,
respectively, 0 the wave approach angle (i.e. the angle between the wave crest
and the shoreline), and D the wave energy dissipation.

In the above equation, which is a simplified form of the wave action equa-
tion, the wave energy dissipation D is calculated on the assumption that the
dissipation is related to the wave breaking process only. Under this assump-
tion, the formula of Battjes & Janssen (1978) has been used:

a
D=——p,f,psH, )

Their approach was successfully adapted to a multi-bar coastal zone and
multiple wave breaking (Szmytkiewicz, 1995).

In Eq. (2), g denotes the acceleration due to gravity and p is the water den-
sity, while the factor p,, characterising the percentage of broken and breaking
waves at a given point in the coastal zone, is described by the relationship:

2
% = _( a,, ) 3)
np, H,
in which @ is an empirical coefficient of the order O(1), f, is the wave spectrum
peak frequency (f,=1/T), H, denotes the maximum possible wave height at
the considered location of the coastal zone and H, is the sought-after root-
mean-square wave height.

The wave-driven steady currents in the coastal zone are calculated with the
following assumptions:
(1) isobaths are approximately parallel to the shoreline;
(2) shear stresses in the water column can be determined according to Boussi-
nesq hypothesis;
(3) water flow velocities related to circulations of the open sea are negligibly
small with respect to the orbital velocities;
(4) variability of the return flow along the cross-shore profile is much smaller
than its variability over depth;
(5) there is a fully developed roller just in front of breaking wave crest.

wave direction
< roller

Fig. 1. Concept of a roller generated by the breaking wave.
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In the return flow (undertow) model, Szmytkiewicz (2002a, 2002b) follows
the classical approach of Longuet-Higgins, in which the momentum equation
in the cross-shore direction, integrated over water depth and wave period, de-
scribes equilibrium between the derivative of the radiation stress (9S_/dx) and
the spatial change of a free surface slope (resulting from phenomena called
the set-down and the set-up, seawards and landwards from the wave breaking
point, respectively). On the other hand, these two components of the momen-
tum equation are in local imbalance at individual levels in water column. This
is because the component containing water slope is constant over water depth,
while the radiation stress S_ is variable, which results from decrease of wave
orbital velocities towards the sea bed. The above imbalance, which is particu-
larly significant in the surf zone (at a presence of the roller), is a driving force
of the resultant offshore current, called the return flow or the undertow.

In addition, there is an onshore discharge of water between the wave crest
and trough, related to a so-called wave drift (or Stokes drift) and the roller-in-
duced flow. This onshore water flow, due to the continuity equation, requires
the compensation in a form of the offshore current.

The shear stress resulting from imbalance between the terms with the ra-
diation stress S _ and the water slope in the momentum equation gives rise to a
steady (return) current, the velocities of which are found by use of Boussinesq
hypothesis.

Following Szmytkiewicz (2002a, 2002b), the mean undertow velocity U, is
determined from the time-averaged (over wave period) momentum equation,
having the form:

0 o O D0 (M,, 62)_ d ( aUW(z))
gx (PO et S o\ T o E s P e

(4)

where:

v —turbulent viscosity in the water column,

@, w—orbital velocities in the horizontal and vertical direction, respectively,
My_—roller momentum,

y—mean elevation of the free surface above still water level.

The wave drift and the roller-induced flow are used to formulate the
boundary condition. The other boundary condition is related to a so-called
slip velocity at the bottom, which can be determined in a few ways. The details
concerning the solution of Eq. (4) can be found in the publications of Szmyt-
kiewicz (2002a, 2002b).

It should be noted, that the vertical distributions of the return current
(undertow), obtained from the solution of Szmytkiewicz (2002a, 2002b), have
quite different character in front of and behind the wave breaker location
(Fig. 2). This is of crucial importance in the modelling of wave-current bed
boundary layer and the resultant wave-current bed shear stresses.

In the longshore sediment transport model, the main following assump-
tions are made:

v isobaths are approximately parallel to the shoreline;
v shear stresses inside the liquid in the cross-shore direction play the pre-
dominant role;

56



Hydro- and morphodynamics of a multi-bar coastal zone

Hime=0.15m, T,=2.0's

I —

—e —e T

hm]
|

*
-0.4 —

.
0.5 4

calculated velocity

measured velocity

— — = calculated wave height

measured wave height

*n

0.0 01

velocity scale [m/s]

0.6 — T T T T T T
cross-shore distance [m]

Fig. 2. Wave height and cross-shore currents: model results
versus IBW PAN laboratory data.

v water flow velocities related to circulations of the open sea are negligibly
small in comparison to the wave-induced currents in the nearshore zone.
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The time and depth-averaged momentum equations in the cross-shore
(x axis) and longshore (y axis) direction, supplemented by Boussinesq hypoth-
esis, have the form:
where: 7—mean elevation of the free surface above still water level, va—bed
shear stress, 7, —turbulence shear stresses inside the liquid, V, | —Ilongshore
velocity averaged over wave period and water depth, S _and § )—components
of the radiation stress tensor, M and M —components of the roller momen-
tum tensor.

The above equations enable the computation of the set-up and set-down of
sea water level (Eq. (5)) and the distribution of longshore currents, averaged
over depth and wave period, as functions of offshore distance (Egs. (6) and
(7)) above a multi-bar bottom and for multiple wave breaking.

The driving factors S, and M of water flow are calculated as the functions
of wave energy dissipation:

A sin 0
Ty ‘D (8)
ax C
oM sin @
——=—— (D-D) )
ox C r

where D is the wave energy dissipation due to appearance of the roller.
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2.2. Asymmetric wave free-stream velocities

The ultimate effect of the nearbed interaction between asymmetric wave
motion and wave-induced steady flow (e.g. longshore current) depends on the
wave shape, in particular the shape of the wave free stream velocity.

The most elementary description of asymmetrical waves is provided by a
classical Stokes theory. This approach, however, can be used in a limited range
of wave parameters. Close to the shore, at small water depths, the Stokes ap-
proximations are not valid. In this area, the application of the cnoidal wave
theory is recommended.

Following conventional classifications, e.g. by Massel (1989), one can as-
sume the rough limit of wave length to water depth ratio L/h=10 as the inter-
action between short and long waves. Wave theories stemming from Stokes
approximations can be used for /A<10, while the theoretical approaches of
long waves, namely cnoidal wave theories, should be used for L/A>10. Ac-
cording to Fenton (1979), the above division lies about L/h=8. However, as
deduced by Fenton (1979), for smaller waves there is a significant overlap be-
tween the areas of validity of Stokes and cnoidal theories. For instance, a wave
with height to water depth ratio H/h=0.2 can be solved using either Stokes or
cnoidal approximation for L/h between 5 and 12. The above wave conditions
yield the value of Ursell parameter U =H/h(L/h)* lying in the range of from
5 to 28.8. This example shows that an arbitrary choice can be made between
the two theoretical approaches within quite wide range of wave regimes.

The exemplary results of computations of the free surface elevations and
horizontal components of wave-induced orbital velocities (depth-averaged,
nearbed and at the wave trough) by use of 2™ Stokes approximation and the
cnoidal wave theories of Wiegel (1960) and Sobey et al. (1987) are plotted in
Fig. 3.

It can be seen that the cnoidal depth-averaged velocity by Sobey et al.
(1987) corresponds to the cnoidal velocity at wave trough found from the cnoi-

Stokes wave free surface elevation
—— —— — cnoidal wave free surface elevation
— — — — Stokes nearbed velocity
7777777777777 cnoidal wave trough velocity by Wiegel (1960)
—e—e—- cnoidal nearbed velocity by Wiegel (1960)

Fig. 3. Free surface eleva-
tion and wave-induced ve-
locity by various approach-
es forh=5m, H=0.5m,
T=8s; L/h~11, U~11.

free surface elevation [m]
horizontal velocity [m/s]

wave phase [rad]
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dal solution of Wiegel (1960). For the nearbed region, the solution of Wie-
gel (1960) yields a velocity almost identical to the one obtained using the
274 Stokes approximation. The latter proves that in the considered wave re-
gime (L/h=11, U~11) both the Wiegel’s (1960) cnoidal approximation and
Stokes theory can be applied in description of the nearbed wave-induced ve-
locities. More discussion on the applicability of the above wave theories in
modelling of nearshore hydrodynamics and lithodynamics can be found in
the study of Ostrowski (2002).

2.3. Bed shear stresses and sediment transport

Both longshore and cross-shore sediment transport is assumed to depend
on combined wave and current motion. This combined flow of water gives rise
to a coupled bed shear stress, which is a driving force for sand movement.

According to the assumptions of many deterministic models, the motion
of sediment is caused by the instantaneous bed shear stress (t=pu;), where p
denotes water density, and u, is the friction velocity. The instantaneous values
and directions of «, during a wave period can be determined e.g. by the mo-
mentum integral method for wave-current flow, proposed by Fredsge (1984).
The solution yields the instantaneous bed shear stresses I=,ou/2.(wt) and the
resultant directions of these stresses p(w!).

The shear stresses are the driving force of sediment transport rates, which
can be determined, for instance, using the model of Kaczmarek & Ostrowski
(2002). Successful, thorough testing versus experimental data allow this mod-
el to be applied within the framework presented here.

The three-layer sediment transport model comprises the bedload layer (be-
low the theoretical bed level) and two layers of suspension, namely the contact
load layer (nearbed suspension of sediment) and the outer layer (suspension
in the water column).

The mathematical model of the bedload transport is based on the water-
soil mixture approach, with a collision-dominated drag concept and the ef-
fective roughness height k, (necessary for the determination of the bed shear
stresses). This roughness is calculated using the approximate formula pre-
sented by Kaczmarek & Ostrowski (1996).

From the hydrodynamic input, described by the nearbed wave-induced or-
bital velocities and the wave-driven steady currents, the instantaneous values
of bed shear stresses pu?(t) during a wave period are determined by Fredsge’s
(1984) model. Then, for known bed shear stresses pu/?(t), the instantaneous
velocities u(z, t) and concentrations ¢(z, ) of sediment in the nearbed region
are found.

The instantaneous values of the sediment transport rate are computed
from distributions of velocity and concentration in the bedload layer and in
the contact load layer:

)
qt) = uz, t)-c(z, t)dz (10)

0

where § denotes the upper limit of the nearbed region (the bedload layer and
the contact load layer).
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Next, using the instantaneous angles p between the bed shear stresses and
the shoreline, the instantaneous sediment transport rates ¢(¢) calculated for all
individual locations of the coastal zone are projected on the cross-shore and
longshore directions, averaged over wave period and thus the net cross-shore
and longshore transport rates ¢_and ¢, are obtained:

4.y, =40 sin p(0) (11)
¢, 00 =0 O $(0) (12)

The net transport rate for sediment suspended in the outer flow (in the
water column beyond the nearbed layers) is determined using the following

simplified formula:
h

q, =f17(z) “c(2)dz (13)

where the time-averaged concentration is obtained from a conventional rela-
tionship, e.g. that by Ribberink & Al-Salem (1994):

E(z)=5(z=§)(£) (14)

Z

The quantity ¢(z=0) in Eq. (14) plays a key role while determining concen-
tration in the outer region. It is called a reference concentration and in the
other theoretical approaches is assumed arbitrarily, assessed from experimen-
tal data or simply “guessed”. In the present modelling system, the concentra-
tion ¢(z=4) is calculated from the solution of the contact load layer, while the
velocity u(z) is determined from the solution of the bed boundary layer pre-
sented by Kaczmarek & Ostrowski (1992). Beyond the bed boundary layer in
the water column the velocity u(z) is assumed as resulting from the solution of
the wave-driven currents model. The concentration decay parameter @ is an
unknown value which has to be determined, e.g. from experiments. Typically,
it has a value of 1.6-2.1.

The net sediment transport in the outer region (¢,) is modelled separate-
ly for the cross-shore and longshore directions and added to the respective
nearbed components (¢,,, and ¢ , ), yielding the ultimate cross-shore and
longshore sediment transport rates g_and ¢ .

2.4. Changes of sea bed level and shoreline position

At sandy coasts, vulnerable to water flows, waves and currents cause a quick
response of the littoral system. The seabed is continuously evolving to achieve
a state of equilibrium with respect to instantaneous hydrodynamic conditions.
In the Baltic Sea, however, these conditions seldom become steady and there-
fore the above equilibrium cannot be reached. Particularly, the cross-shore
profile can never have permanent shape. It changes significantly even in short
time scales (of hours and days) and theoretical description of this process, nu-
merical modelling and predictive simulations are very difficult.

Conventionally, the evolution of the sea bed profile is determined on the
basis of spatial variability of net sediment transport rates, from the follow-
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ing continuity equation for sediment in the direction perpendicular to the
shore:
h(x,t) 1 aq (x,0)

= 15
ot 1-n  ox (15)

where ¢_denotes the net sediment transport rate [m?s] in the cross-shore di-
rection per unit width, n is the soil porosity while deposited, x stands for the
cross-shore coordinate and / is time (in a reasonable time domain of sea bed
changes, e.g. hours, days, etc.).

It is very convenient to start the computations from the offshore location,
where the sediment transport does not exist as the waves are deep water waves
and do not affect the sea bed. Furthermore, there are no wave-driven cur-
rents at this location (except for the wave drift between wave crest and trough,
which does not cause any sand motion).

While going onshore with the solution of Eq. (15), at smaller water depths,
the net sediment transport appears and increases. Simultaneously, the com-
pensative wave-driven return current starts to play more and more important
role. This current, called the undertow in the surf zone, can be a predominat-
ing factor, locally causing the offshore sand transport. This is all accounted
for in determination of ¢ (x, ), which is used in Eq. (15), yielding the change
of water depth A(x, ¢), as shown in Fig. 4.

In coastal engineering practice, the detailed distribution of the longshore
sediment transport rate ¢ (x, y) on the cross-shore profile is not that important
as the total (so-called global) longshore sediment transport rates q,=Zq,(x, y)Ax
at individual longshore locations “y”. These rates constitute input data in cal-
culations of the shoreline evolution by use of the one-line theory, in which the
shoreline advance or retreat depends on spatial variability of the total long-
shore sediment transport rates (integrated over the cross-shore transect).

Shoreline evolution in time and space is most often modelled theoretically
using the one-line theory. Within this concept, a general assumption is made
that a shore can be represented by the shoreline and the cross-shore transects
are uniform in the longshore direction.

This means that the cross-shore profile has the same shape at each location
of a considered coastal segment. The above assumptions simplify the shore to-
pography very much and are acceptable only in rough large scale modelling.

wave

breaking
location
surf zone I# region beyond surf zone X
L <
T <
s |
|
- erosion -
1A%,
h
| &
ST
e osioN

Fig. 4. Definition sketch for calculation of cross-shore profile evolution.
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Hence, the one-line approach is generally applied for time domains of a few
months up to decades and spatial stretches of a few to tens of kilometres.

In the one-line model, shoreline displacement is accompanied by simul-
taneous movement of the entire cross-shore profile, with preservation of its
shape, as shown in Fig. 5. The shoreline migration in time (dx/d¢) is related to
spatial variability of the net longshore sediment transport (d¢,/dy) in the fol-
lowing way: '

My 1) =0 (16)
ay _Q() ¢ 2 at -

The above relationship is a continuity equation for sediment. In this equa-
tion, /_is a so-called depth of closure and % _is a height of the beach berm
(a part of the beach subject to wave run-up), while ¢, denotes sediment sources
(related to erosion of dunes or cliffs, discharges of river sediment, artificial
beach nourishment, etc.) and sinks (e.g. sand mining).

The net longshore sediment transport rate ¢, depends on the angle  be-
tween wave crest and the shoreline (=90-y, cf. Fig. 6), which can directly be
put into some generalised models, see e.g. a well known CERC formula in
Shore Protection Manual (1984). Thus, because ¢ =¢ (p), the following rela-
tionship is valid: o

%:%ﬂ (17)
dy  dyp 9y

For small values of @ it can be assumed that dp=—0x/dy (Fig. 6). Conse-
quently, neglecting the sources/sinks ¢,, one can rearrange Eq. (16) to the
following form:

ox 0% (18)
oy
where ¢ stands for (dg /dy)/(h +h,) and is called a diffusivity parameter. This
parameter can be easify determined using e.g. the CERC formula for ¢ .

Presentation of the one-line theory in the form of Eq. (18) makes sense
only if a simple sediment transport model for g is engaged and the derivative
dq,/0y is analytically available, In such a case, an analytical solution of Eq. (18)
can be obtained, however, for specific situations in which the shoreline ad-

hj wave run up ] 7_____B_e-ach berm

Fig. 5. Cross-shore profile movement in one-line theory.
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shoreline
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Fig. 6. Plan view of wave approach, shoreline curvature
and longshore sediment transport.

vances or retreats (e.g. when the longshore littoral drift is totally interrupted
by a single groin perpendicular to the shoreline).

The quantity &_(a depth “closing” the cross-shore transect) determines the
maximum depth at which sea bed remains unchangeable in the assumed time
scale. For long periods of time, the value of hL_ 1s related to extreme storms
during which sediment motion takes place even at large water depth, far from
the shoreline. According to other approaches, the depth of closure 2, could
be defined as a function A (f), dependent on instantaneous lithodynamic fea-
tures, estimated in each computational time step. Such ideas, however, have
never been tested thoroughly enough and few researchers undertake this way
of modelling, being a combination of the very general one-line theory and a
detailed sediment transport model.

References

Battjes, J.A. & Janssen, J.P.F.M. (1978) Energy loss and set-up due to breaking of
random waves. Proc. 16th ICCE., Vol. 1:569-587.

Fenton, J.D. (1979) A high-order cnoidal wave theory. J. Fluid Mech. 94(1):129-161.

Fredsge, J. (1984) Turbulent boundary layer in combined wave-current motion. J. Hy-
draulic Eng., ASCE, 110(HY8):1103-1120.

Kaczmarek, L. M. & Ostrowski, R. (1992) Modelling of wave-current boundary layer
in the coastal zone. Proc. 23rd ICCE, ASCE, New York, 350-363.

——— (1996) Asymmetric and Irregular Wave Effects on Bedload: Theory versus
Laboratory and Field Experiments. Proc. 25th ICCE, ASCE, New York, 3467-
3480.

——— (2002) Modelling intensive near-bed sand transport under wave-current flow
versus laboratory and field data. Coastal Engineering, Elsevier Science B.V. 45(1):
1-18.

Massel, S.R. (1989) Hydrodynamics of coastal zones. Elsevier Oceanography Series.
Amsterdam.

Ostrowski, R. (2002) Application of cnoidal wave theory in modelling of sediment
transport. Archives of Hydro-Engineering and Environmental Mechanics, IBW PAN,
Gdansk 49(1):107-118.

63



R. Ostrowski

——— (2003) A quasi phase-resolving model of net sand transport and short-term
cross-shore profile evolution. Oceanologia 45 (2):261-282.

——— (2004) Morphodynamics of a Multi-Bar Coastal Zone. IBW PAN, Gdansk.

Ribberink, J.S. & Al-Salem, A. (1994) Sediment transport in oscillatory boundary
layers in cases of rippled beds and sheet flow. Journal of Geophysical Research 99:
12707-12727.

Shore Protection Manual (1984) US Army Coastal Engineering Research Center.

Sobey, R.]., Goodwin, P., Thieke, R.]., Westberg, R.]. (1987) Application of Stokes,
cnoidal and Fourier wave theories. J. Waterway, Port, Coastal and Ocean Engineering
113(6):565-587.

Szmytkiewicz, M. (1995) 2D velocity distributions in nearshore currents. Proc. Coastal
Dynamics’95, ASCE, New York, 366-376.

———(2002a) Quasi 3D model of wave-induced currents in coastal zone. Archives of
Hydro-Engineering and Environmental Mechanics, IBW PAN, Gdarsk 49(1):57-81.

———(2002b) Wave-induced currents in the coastal zone. IBW PAN, Gdansk (in Polish).

Wiegel, R.L. (1960) A presentation of cnoidal wave theory for practical application.
J. Fluid Mech. 7:273-286.

64



Poster presentations

Adverse effects of sediment transport in coastal zone

Victor Alari, Getli Haran, Urmas Raudsepp, Tarmo Koéuts

Abstract

Lehtma harbour is a cargo and passenger traffic port located in Hiiumaa Is-
land, Estonia. A minimum depth of the fairway in the port is needed for the
safe navigation of vessels. In certain storm conditions the fairway is filled with
sand, making arrival and departure of ships impossible. Set of numerical models
including circulation, surface wind waves, sediment resuspension and transport
model is used to study sediment transport in the area. Minimization methods
for adverse effects of sediment transport are proposed.

I'pyso-naccaxupckuii nopt AeTmMa HaXOAUTCA HA OCTpoBe XHUUYyMaa B DCTO-
HuHu. IAybuna nogxogHoro gapsarepa ABAAETCA KPUTHYECKOH AAsa 6e3omac-
HOH HaBUTalUU. B onpegeAeHHbIX ITOPMOBBIX YCAOBUAX IOAXOAHOH ¢pap-
BaTEp 3ANOAHAETCA MECKOM, YTO IPENATCTBYET IPOXOAY CYAOB IO KaHAAY.
JAd M3ydeHus TpaHCIOpTa MaTepHaAd OBIAO HCIIOAB30BAHO YHCAEHHOE MO-
rZ[e/\I/IpOBZIHI/IC Te‘{eHI/If/’I, HOBerHOCTHOFO BOAHEHUA, B3MY‘II/IBaHI/IH u Tpch—
nopTa JOHHOTO MAaTepHAAA.

1. Introduction

Lehtma harbour is a cargo and passenger traffic port (built in 1914) in
north-eastern Hiiumaa Island (Fig. 1), Estonia. A minimum clearance of
5.5 m in the fairway is necessary for the safe navigation of vessels. The fair-
way is very sensitive to sediment movement and the shipway filled with sand
is an ever-lasting problem. Sometimes the fairway is filled with sand just in a
result of one storm event. Quite usual is organisation of dredging operations
in ad hoc methods in weeks, otherwise harbour should be closed to ship traffic.

In order to study the sediment dynamics near the harbour fairway and
causing this factor, as well to plan effective mitigation factors of, a model-
ling study is undertaken. We describe the modelling system and its setup in
section 2. The modelling results are presented in section 3. The work is con-
cluded in section 4.

Victor Alari, Getli Haran, Urmas Raudsepp, Tarmo Koéuts (D<)
Marine Systems Institute at Tallinn University of Technology, Tallinn, Estonia
e-mail: victor.alari@phys.sea.ee
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Fig. 1. The area of interest. Arrow
indicates the approximate location
of Lehtma harbour. H stands for
Hiiumaa.
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2. Description and setup of models

The resuspension is controlled by shear stress at the sea bed generated by
wind waves. When shear stress (or shear velocity) is above critical value, re-
suspension occurs and deposition occurs when it is lower. SWAN (Boojj et al.,
1999) wave model was used to model the surface wave fields (significant wave
height, peak period and wavelength). From these parameters, shear velocity
was calculated (methods described by Jonsson, 2006) which acts of fine sand
of grain diameter 0.25 mm. The threshold value for resuspension is 1.4 cm/s.
The resuspended sediments are moved with currents. Current fields were
calculated with a 2 D circulation model, which is based on non-linear shal-
low water equations. In order to describe the suspended material movement,
Lagrange’s transport model, based on so-called tracer equation, was used.
In the model, the suspended material is transported to the neighbouring grid
point with currents (advection) and the effect of turbulent particle dispersion
is also taken into account.

The fairway is usually filled with sand in northern and north-eastern
storms, but could be filled in other conditions also. In order to study the dy-
namics of sediment movement, we here apply constant wind forcing of 15 m/s
blowing steadily for 24 h from north. The models are nested consequently, so
the 2,000 m model governs the whole Baltic Sea and the most nested 20 m
grid the Lehtma harbour area. Sediment resuspension and transport are cal-
culated for 20 m grid. The 20 m grid calculations are made three times. First
the situation where safe navigation is possible (Fig. 2a), then when a so called
compensation area of 5 m is dredged behind the jetty (Fig. 3a) and thirdly,
when a new sediment trap is constructed (Fig. 4a).

3. Results

Under normal hydrographical conditions, when fairway is shippable, the
shear velocity does not exceed 1.4 cm/s and sediments are deposited on fair-
way (Fig. 2b). North to the harbour the shear velocity may exceed 5 cm/s
and mostly stays over the threshold value. South to the harbour and in the
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Fig. 2 (a) Bathymetry

of Lehtma harbour. Water
depth are shown in me-
ters. The coordinate
system is UTM-34. The ar-
row indicates so-called
underwater sediment
trap, constructed in the
past to intercept the sedi-
ments moving to fairway.
The dashed line is the fair-
way central axis. (b) Wave
induced shear velocity
(cm/s). (c) Current vectors.
(d) Rise of the seabed
incm.

Fig. 3. Same as Fig. 2
but in the case of the
compensation area.
The letter C on a) marks
the compensation area.

Distance (km)
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aquatorium shear velocity is less than critical value. The current speed stay
mostly less than 10 cm/s but may exceed even 20 cm/s on a shallow north of
the harbour (Fig. 2¢). The current vector is aligned parallel with isobaths in
northern part and turns to form an alongshore flow at southern part.

After 24 h the find sand that is accumulated on the fairway increases the
seabed elevation 10-15 c¢m, but at certain points it may reach 17 cm (Fig. 2d).
The sediments are deposited on the seaward side of the fairway rather than at
the tip of the jetty, since current does not turn parallel to the fairway.

In case of the compensation area, the shear velocity is below the critical
value behind the jetty also (Fig. 3b). However, the current does not change its
direction enough and sediments are still deposited on the fairway (Fig. 3c). Al-
though the increase in elevation is mostly between 5-10 cm, at certain points
it still is over 15 cm (Fig. 3d). Also the area in fairway where sand is accumu-
lated is shorter, but wider. Some sediments are deposited at the boundary of
compensation area.

In the case of a new sediment trap and without the compensation area, the
area of deposited sediments has decreased compared to previous cases, but

the sediments are piled up together forming an elevation increase over 15 cm
(Fig. 4d).

4. Conclusion

Lehtma harbour is an area of very intensive sediment transport. Although
the minimization methods for sediment accumulation show some improve-
ment, sand deposition on the fairway cannot be obviated. When wind turns
from N to NE or E, the current flow reverses its direction and delivers sedi-

Fig. 4. Same as Fig. 2 but in
case of new sediment trap.

Distance (km)
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ments from the South. In the case the relieving methods would not be effec-
tive. Sediment deposition on fairway remains an ever-lasting problem nowa-
days and in the foreseeable future.
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Hydro-lythodynamics of near-bottom layer
in coastal area of South-East Baltic

Alexander Babakov, Vadim Sivkov

Abstract

Stationary research of Atlantic Branch of Institute of Oceanology Russian Aca-
demy of Sciences (AO IORAN) in a deep-water part of the Kaliningrad north
coast of Baltic sea in 2006-2008 allowed obtaining more accurate conception
oftemporal and spatial variability of hydro-lyhtodynamicl processes in the near
bottom layer (2 m). Diffusion distance, character of distribution and velocity
range for storm near bottom currents are estimated for typical storm conditions.
The monthly average mass and grain-size composition of suspended sediments
are found, a vertical distribution of both horizontal and vertical mass fluxes of
suspension and a rate of their weakening along the profile of an underwater
coastal slope are estimated.

Cranuonapusie uccaegosanust AO MOPAH B 2006-2008 rr. B raybokoBogHOIT
9aCTH KAAMHHHIPAACKOro mobepexnbss BaATHHCKOro MOps IIO3BOAUAH yTOY-
HUTD [IPEACTABACHHUS O IPOCTPAHCTBEHHO-BPEMEHHONW H3MEHYHUBOCTH I'UAPO-
AMTOAHMHAMHYECKUX IIPOLECCOB B IIPUAOHHOM 2-MeTpoBOM cAaoe. OnjeHeHa
AAABHOCTD PACIIPOCTPAHEHUSI, XAPAKTEP PACIIPEJEACHUs U JHAIA30H CKOPO-
CTeil MITOPMOBBIX MPHUJAOHHBIX TEYCHUU NPH TUIIHYHBIX mrTopmax. Onpegje-
A€HA CpejgHEeMeCsIHasi MAacCa U TPAHYAOMETPHYECKHI COCTAB B3BEIIHBACMBIX
HAHOCOB, XaPAKTEP BEPTHKAABHOTO PACIPEAEACHH S MACC TOPU3OHTAABHOTO U
BEPTUKAABHOTO ITIOTOKOB B3BECH U CTEIIEHb UX OCAAGACHUS 110 IPOPHUAIO [0~
BOAHOTO 6eperoBoro CKAOHa.

A three-year series of hydro-lytodynamical measurements held on two sta-
tions (H=15 m and H=28 m) in deep-water area of the north Kaliningrad

coast showed that conception of massive transfer of sand and siltstone mate-

rial (d>0.05 mm) prevailing in wave break zone essentially narrows an opera-

tive range of a stream of deposits and considerably reduces its power.

Investigation results in ascertainment of the prevailing direction of sus-

pended matter transfer as well as intensity of dredging and composition of

friable material for horizontal transitional (HF, horizontal flow) and vertically
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P.P. Shirshov Institute of Oceanology RAS, Atlantic Branch, Kaliningrad, Russia
e-mail: babakov_temp@mail.ru; sivkov@baltnet.ru

70



Hydro-lythodynamics of near-bottom layer in coastal area

precipitated, including saltating suspension flow (VF, vertical flow) in near-
bottom layer (0.2-2 m).

Statistical analysis of measurements showed that near-bottom currents in
deepwater part of coastal area have velocities up to 5-15 cm/s under moder-
ate winds (W=7-8 m/s), and during storms (W=18-20 m/s) the velocities vary
from 20-25 (H=28 m) to 40-60 cm/s (H=16 m). Prevailing currents and sedi-
ment drift on northern underwater slope of Kaliningrad coast are oriented to
northeast quarter, which is due to western winds predominance.

Lythodynamic conditions in the external part of coastal zone (H>10 m),
where a deficiency of silt are defined by wind and wave activity and by loca-
tion of friable material fields. Therefore, monthly averaged volumes of coarse
siltstone and sand suspension particles (d¢>0.05 mm) differ notably on both
stations.

During the period of weak and moderate winds (W=5-7 m/s) the HF sus-
pension concentration was about 0.1-0.2 mg/l. However, during the similar
wind conditions there were repeatedly recorded periods of abrupt increas-
ing of SM concentration up to 0.6-1 mg/l at /=28 m, and up to 6.5 mg/l at
H=15 m, which exceed average monthly values during the autumn storms
period. This can be explained by existing of friable material fields at the bot-
tom of measurement area, and also by episodic drift from the coast. There
was noted a case of sanding up a bottom pyramid up to 1.2 m, which has been
operated during the winter 2006-2007 at the depth of 15 m.

Monthly averaged VF volume at whole profile is degrees less than HF vol-
ume. The part of VF collected sand particles compared to HF increases near
bottom and moving away from coast due to intensifying saltation process.

Along the slope (from 15 to 28 m) HF mass decreases in 10-20 times on aver-
age, while VF mass decreases slower. For siltstone-sand fractions (¢>0.05 mm)
VF/HF mass ratio is about 1/15-1/30 at H=15 m, and 1/10-1/20 at H=28 m.
In vertical plane VF mass at Z=2-1.5 m changes insignificantly; in the low lay-
er (Z=1-0.4 m) it increases approaching the bottom on average in 2-3 times at
H=15 m, and in 3-5 times at H=28 m.

In the periods of weak winds fine-particle suspension prevails; thus the
VF part decreases, and HF part increases, decreasing the VF/HF ratio to
1/60-1/130. Under moderate winds vertical movements reach maximal activ-
ity, and with further increase of wind, precipitation and saltation processes di-
minish, due to transition of drifts to a stable suspended state. Such a tendency
requires more detailed research.

Granulometric composition of suspended particles decreases vertically at
both stations when moving away from bottom. In the near-bottom layer (up
to 0.4 m) fine sand (0.1-0.25 mm) prevails, and upwards—siltstone and pelite
(<0.1 mm). For VF, a tendency of larger particle size than that of HF can be
seen, especially at seaward station (28 m).

Along the slope (15-28 m) no regular differentiation of HF suspension by
size can be seen, due to dynamic change of bottom sediments composition at
H=15 m, and its limited carry-over to H=28 m, where bottom material and
suspension composition near the bottom (Z=0.2-0.4 m) is more stable, and is
mostly fine sand (0.1-0.25 mm).

According to earlier measurements carried by AB IORAS, with passage
from 13-15 m isobath to first wave break area (4-5 m) average suspended
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material mass increases vertically nonuniform. Near the bottom (Z=0.2-0.4 m)
mass about 5-8 times increases, at Z>1 m mass raise is minimal (2-5 times),
and at Z=0.4-1.0 m it is maximal (up to 10-30 times) due to suspension and
saltation horizon raise. HF mass compared to VF mass increases faster near
the bottom (Z=0.3-0.4 m) and slower at Z=1-1.5 m near the coast, especially
during periods of enhanced storm activity. HF/VF mass ratio is about 12-17
near the bottom, and 38-25 in 1 m from bottom. Near the bottom suspension
prevails, and at Z=1-1.5 m saltating particles prevail.

The measurements with short exposition period within one typical storm
(W=13 m/s) confirmed considerable activation of bed sediment suspension
during storm period.

The work is carried out under partial financial support of the Russian
Foundation of Basic Research grant No. 08-05-01023.
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Beach drifting in the swash area (Baltic Sea)

Yana Bebieva

Abstract

An overwash stream zone and a coast dune are considered. The aim of the work
is to study the processes changing the shape of the Vistula Spit coastline around
Kosa village. The results of field observations of the south-eastern part of the
Baltic Sea form a basis for the study. Further trigonometric leveling of the part
of the Baltic Sea shore has been carried out. The dynamics of the coast line ele-
ments for the period of 2007-09 has been revealed.

B nmpeacraBAeHHO# paboTe paccMaTpUBAIOTCA 30HBI MMOTOKA 3AIMAECKA BOAH,
a TakKe aBaHAIOHBI. IleAblo ABAAETCA M3ydEeHHE IPOIECCOB, H3MEHAIONINX
OYepTaHUSA MOPCKOi 6eperosoili AmHNN BucAmHCKoN Kochl B paifone noc. Ko-
ca. B ocHOBY paboTBI MOAOKEHBI PE3YABTATHI IIOAEBBIX HAOAIOAEHHI I0TO-BOC-
TouHol yactu baatuiickoro mops (Bucaunnckas koca, pation noc. Koca). IIpo-
Be/JEHBI TPUTOHOMETPUUYECKHE HUBEAHMPOBKH YaCTH MOPCKOTO MObGepeKbA
Baaruiickoro mopsa. K HacToAmeMy MOMEHTY YCTAHOBAEHA JUHAMHUKA DAE-
MeHTOB Oepera 3a nmepuog 2007-2009 rr.

1. Introduction

An overwash stream zone and a coast dune are considered in the work.

Urgency of the issue is responsible for assessment of the coast and identifica-
tion of emergency coastal stations, as the Kaliningrad coast is a subject to de-
struction nowadays. The work objective is to study the processes changing the

shape of the marine coastline of the Vistula Spit around Kosa village.

2. Results

The material for the study was collected from field observations including

coastal profiling. Two types of aggradation were recognized, namely. The first

one is aggradation by sea current and the second one is aggradation by waves.

Analysis of coast line motion relative to rudaceous rock reveales two basic

Yana Bebieva (0<)
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e-mail: yanabebieva@gmail.com
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processes. They are inertial movement and gravitational movement. When
waves approach obliquely to the shore, these forces operate in a different di-
rections. Therefore, the decelerating water flow circumscribes asymmetrical
quasi-parabolic curves on the beach surface and goes back seaward with new
acceleration.

The expression for sediment transport rate was suggested to be derived
from Pi-theorem. However, this method is not capable of finding the spe-
cific type of the function due to arbitrary option of the dimensionless group
because there are three independent parameters of five determinants of the
problem.

Subsequently exploring the movement of material in the coastal zone, sedi-
ment transport rate, based on the method of the dimension and field observa-
tions, can be represented as:

R=0.2:10-"h%1\ /% sinf

where h—wind waves height, l—wind waves length, d—average size of se-
diment particles, f—an angle between the ray of wave and normal to the
shore.

It is known that sediment movement depends on wave energy which is pro-
portional to the squared wave amplitude A% The area covered by the wave
depends on the wavelength . In the shallow-water theory, vocVg.

The results of the field observations testified that semi-empirical formula
correlated well with experimental data.

Further trigonometric levelings of the part of the Baltic Sea shore have
been carried out. The Vistula Spit has ashape of a narrow arc. The beach is
covered by sea sandstone. There is a zone of modern anemoarenyte or coastal
dune extended parallel to the beach. Beach profiling were carried out in 5 ty-
pical diameters (benchmarks) established in areas with varying intensity and
direction of coastal processes. The comparison between the latest measure-
ments in 2009 with that for the previous period of 2007-08 showed that the
width of the beach decreased in 2007-09.

An analysis of dynamics of beach drifting in the swash area, and reveal of
interrelation between these processes and the dunes evolution in the selected
area is a matter of further study.
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The morphodynamic and technogenic zoning
of the shore of the Kaliningrad region

Valentina Bobykina, Vadim Boldyrev

Abstract

Results of the divisions into districts of the shore of the Kaliningrad region
against prevailing morphodynamical and geodynamic process are presented.
Rates of coastal erosion and accretion are given. The sites developing under the
anthropogenous (technogenic) influence are allocated as well as segments with
coastal protected constructions.

ITpusogaTcs pe3yAbTaThl MOPPOJUHAMHUECKOTO paifonupoBanus 6eperos Ka-
AHHHMHTPAJCKOM obAacTu o npeobiagaionieMy reojHHAMHIYECKOMY HPOLecCy,
CKOPOCTAM HPOILECcA. BBIAEASIOTCA YYaCTKH, PAa3BUBAIOIINECS 104 BAUAHUEM
AHTPONOreHHOrO (TEXHOT€HHOI0) BO3JeicTBusA, pacnpejereHue Gepero3amur-
HBIX COOPY’KEHHII.

Valentina Bobykina, Vadim Boldyrev (P<)
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Results of monitoring of the seashore of the Kaliningrad
region by GU KO “Baltberegozaschita”

Evgeny Burnashov, Alexander Bednov, Alexander Trashchenkov

Abstract

GU KO “Baltberegozaschita” realizes annual monitoring of the seashore of the
Kaliningrad region since 2007. A unified monitoring system of bench marks for
whole Kaliningrad coast was created in 2007. The monitoring system consists
of 290 of bench marks, located at 500 m from each other. Step by step the mor-
phological measurements are fulfilling at the shore and at the nearshore zone.
In addition, the measurements are also conducted at the traditional monitoring
points of AOIORAS, located on the seashore of Kaliningrad. The aerial laser
scanning of the entire marine coastline of the Kaliningrad region was carried
out in 2007 and 2008. According to the scanning results obtained the one year
dynamics of the seashore was analyzed. A comparison of data of air scanning
and ground monitoring was made in 2009.

C 2007 r. TY KO «baarbeperosamnura» mpoBOJHT €KErOJHbIII MOHHTOPUHT
mMopckoro 6epera Kaanmaunrpagckoir obractu. B 2007 r. 6p1na pazpaborana
eAnHasA MOHI/ITOpI/IHFOBaH CEThb penep0B, I10 CTBOpaM KOTOprX HpOBOAI/I/\I/ICb
HU3MepeHU Kak HagBOAHOH yacTu Oepera, Tak ¥ HOABOAHO-0€PEroBOro CKAO-
Ha. MonuTopunrosas ceTb cOCTOUT U3 290 pernepos, paCIIOAOKEHHBIX Yepe3
500 M gpyr ot apyra. Kpome Toro, uamepenus Taks;Kke IpPOBOAATCA HA MOHHU-
TopuHToBbIX penepax AO MO PAH, pacmoAoKeHHBIX Ha MOPCKOM nobepesxbe
Karununrpajgckoit obaacta. B 2007 u 2008 rr. 65IA0 OCYIECTBACHO BO3AYIII-
HOE AAQ3E€pHOE CKAHUPOBAHMUE BCell Mopckoil 6eperopoii morocsl Kaanaun-
rpajckoii obaactu. Ilo pesyapratam ckanuposanusa Gepera 6pIaa TOAydeHA
AMHAMMKA BCETO MOpCcKoro 6epera B rieaoM. B 2009 r. mpousse geHO cONOCTAB-
ACHHE JAHHBIX BOSAyLLIHOFO CKaHI/IpOBaHI/IH U HA3EMHOTO MOHI/ITOpI/IHFa.

1. Introduction

Since 2007 GU KO “Baltberegozaschita” makes annual monitoring of the
sea coast of the Kaliningrad region. A unified monitoring system of bench
marks was created in 2007, the range of bench marks was measured as shore

Evgeny Burnashov, Alexander Bednov, Alexander Trashchenkov (P<)
GU KO “Baltberegozaschita”, Svetlogorsk, Russia
e-mail: burnashov_neo@mail.ru
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Baltic Sea

Baltic Sea

Fig. 1. Locations of 290 traverses and bench marks of the monitoring system
of GU KO “Baltberegozaschita” on the coast of the Kaliningrad region.

and nearshore zone. Monitoring system consists of 290 of bench marks, lo-
cated in 500 m of each other (Fig. 1). Every year is bench mark reconnaissance
in coordinate system WGS-84 with reference to their location in the Baltic
system of heights BSH-77.

2. Results

As a result, the annual ground-based measurements including trigonomet-
ric leveling beach, foredune and bed-rock shore, regular coast fotomonitoring
and the measurement of abrasion of coastal escarpments, were constructed
profiles of the identified parts of coast and obtained details about their condi-
tion and dynamics.

To obtain information on the entire coast in 2007 and 2008 was carried
out aerial laser scanning of the entire marine shoreline Kaliningrad region
(Fig. 2).

After analyzing the results of the scan using a specific software “Ortolazer”
provided information about the various changes of sea coast.

With the application of digital elevation models of shoreline in 2007 and
2008 and the construction of profiles of any parts of coastline are clearly vis-
ible the different changes. On the beaches the sea deposited material (pebbles,
gravel, sand) forms the beach ridge height of 1 to 2 m. Sand occurs transport
under the influence of wind, with the open beaches formed small embrio
dune (Fig. 3). As a result of wind erosion on the foredune ridge formed de-
flation basins (Fig. 4), the transfer of sand in the rear part of the foredune
with burial timber and shrub vegetation (Fig. 5). Because of heavy rains and
changes in the height of groundwater is leaching of soil on the coastal slopes
with landslide processes (Fig. 6). Apart from the above listed, visible signs of
the past year storms, which are expressed in foredune erosion (Fig. 7), and
collapse of abrasion scarps (Fig. 8).
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Fig. 4. Moving sand masses and the formation of deflation basins on Curonian Spit.
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The following illustrative examples are displayed in the scan data analysis
program “Ortolazer”. The line with square points in profile box corresponds
to a terrain survey in 2008, with round points—terrain survey 2007.

Foto-monitoring regularly conducted on all monitoring of bench marks
(Burnashov et al., 2008). The photos clearly show the changes in the morpho-
logical structure of the sea coast (Fig. 9).

In 2009, the comparison of data produced by scanning the air and ground
monitoring. Construct the combined profiles of the coast for the period
2007, 2008, 2009 and determined the dynamics of emergency places of coast
(Fig. 10).

2006 2007

2008 2009

Fig. 9. Results foto-monitoring for fore dune at the ABIORAS monitoring point Rp51
at the Baltic Spit for 2006-09).
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Fig. 10. The negative dynamics of the shore at an emergency places near Sinyavino village.
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As a result of the GU KO “Baltberegozaschita” monitoring studies on the
coast of the Kaliningrad region for the period from 2007 to 2009 there was
accumulated data on 11 previously allocated to an emergency site (Boldyrev,
2006), and generally determine the condition and dynamics of the sea shore.
During the monitoring period as a whole all the coast continues to retreat at
a speed of 0.7 m per year, and at emergency places a shore for a specified pe-
riod, the average retreat rates from 0.1 to 6.56 m per year (Table).

Table

The dynamics of the coast at an emergency places (Reports, 2007-2009)

Emergen- Location The dynamics of the

cy places coast for the period
2007-09 years,
m/year

Place 1 Kosa village -2.19

Place 2 cape Peschanny—Yantarny pumping station —-0.45

Place 3 Sinyavino village —-6.56

Place 4 Donskoe village—cape Taran -0.10

Place 5 Svetlogorsk, near Moskovskaya st. -0.36

Place 6 Svetlogorsk, near Vereshchagina st. -0.10

Place 7 Pionerskiy, embankment -0.10

Place 8 Pionerskiy, residence -0.10

Place 9 Zaostrovie village—cape Gvardeyskiy -0.10

Place 10 Malinovka village—Zelenogradsk -0.10

Place 11 Zelenogradsk—second km Curonian Spit -0.36
References

Boldyrev, V.L. (2006) Emergency places of the coast within the Kaliningrad region. Mor-
phodynamics coastal zone: IFAS. Kaliningrad.

Burnashov, E. M., Boldyrev, V.L., Bobykina, V.P. (2008) Foto-monitoring as an show-
ing of dynamics of the coastal zone an example of the Kaliningrad region coast. In:
Dynamics of Coastal Zone of Non-tidal Seas. Mat. of the Int. Conf. (school-seminar),
Baltiysk 30 June-5 July, 2008:39-41. Kaliningrad: Terra Baltica.

Burnashov, E. M., Shcherbina, V. V. Modern complex monitoring of a condition of the
Kaliningrad region coast. In: Integrated management, sustainable development indica-
tors, spatial planning and monitoring of the South-East Baltic coastal regions. Mat. of Int.
Conf., Kaliningrad 26-30 March, 2008:53. Kaliningrad: Terra Baltica.

Gogoberidze, G.G., Zhamoida, V.A., Nesterova, E.N. et al. (2008) Glossary on the coast-
al zone Cadastre. St.-Peterburg: RSHU.

Report of the Monitoring department of GU KO “Baltberegozaschita” in 2007 (2007)
Kaliningrad.

Report of the Monitoring department of GU KO “Baltberegozaschita” in 2008 (2008)
Svetlogorsk.

Report of the Monitoring department of GU KO “Baltberegozaschita” in 2009 (2009)
Svetlogorsk.

81



Remote and cartographical techniques for estimation
of coastal erosion rate in seas and inland water bodies

Elena Fedorova, Evgeniya Sviridova,

Konstantin Marusin, Alexandr Khabidov

Abstract

With the help of remote sensing and cartographical techniques the rate of ero-
sion and accretion in the coastal zone of the Russian part of Curonian Spit and
on the shores of Novosibirsk Reservoir was estimated, and the efficiency of the
methods used was evaluated.

C 1momMomplo AUCTAHLIMOHHOIO M KapTOrpaU4ecKOro MeTO40B IIPOU3BeJeHa
OIIEHKA CKOPOCTEl pa3MbIBa U AKKYMYAALMU B O€peropoii 3oue poccuiickoi
yactu Kypmickoii kocsl u Ha 6eperax HoBocubupckoro BogoXpaHUAMINA, OLle-
HeHa 9(PPEKTUBHOCTL METOAA AAS MOPCKHX 6eperos u 6eperos BHyTPEHHUX
BOJOEMOB.

1. Introduction

The use of remote sensing data, maps and GIS-technology allows for the
assessment of water objects shores.

We have assessed the extent of the shores for a 50-year period at Novosi-
birsk Reservoir and for a 92-year period at the Russian part of Curonian Spit
(sea side). To carry out the assessment the diverse cartographic material and
remote sensing data for the area under study were used.

2. Results

The map supply of investigation included the topographic maps (1:25,000
and 1:50,000 scale) covering the coastline and water for the period before the
reservoir impoundment (the year 1953), filling (1958-60) and during 1990-
2000. Besides, the state topographic maps of scale 1:200,000 (1987), and Ger-
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man topographic maps (1908) were used. For the entire area of Novosibirsk
reservoir the SPOT-2 panchromatic space images of 10-m resolution (date of
survey May—-August 2008-09), and multispectral image Iconos for Sosnov-
ka—Burmistrovo site of 4 m resolution (date of survey—]July 18, 2004) were
applied. For the territory of Curonian Spit the Google Earth images (2007)
were used. The comparison of space images and cartographic materials al-
lowed us to determine accurately the current location of the coastline and to
estimate its change. Maps and images were processed and georeferenced by
ArcGIS software. The works and calculations were carried out in rectangular
coordinate system of Pulkovo 1942. A distribution of degraded areas and of
accretive sediments in major environments of relief formation and sedimenta-
tion in Novosibirsk reservoir is shown in Table.
Table
The extent of abrasion and accumulation in Novosibirsk reservoir
during a 50-year period of its operation

o KZ | S km? S, km? S, km?
Degraded territory 31.238 28.786 1.151 1.301
Accumulative territory 40.788 8.265 1.278 31.245

S.—total area of abrasion/accretion; S —area of abrasion/accretion in wa-
ve-dominated environment; S—area of abrasion/accretion in transitional en-
vironment; S—area of abrasion/accretion in fluvial-dominated environment.

The accretion of solid runoff of Ob river occurs in the fluvial-dominated
environment that is similar to delta execution. Most part of this material into
the formation of new islands and the advance of coastline. Thus, during a
50-year period of Novosibirsk reservoir operation the number of islands in
the wave-dominated environment decreased from 231 to 133 (their total area
reduced by 6 km?), in transitional environment their number decreased from
2 to 1 (however the area increased by 0.03 km?), while in fluvial-dominated
environment the number of islands increased from 257 to 272, and their total
area enlarged by 25 km?.

In transitional environment the accretion is associated mainly with the ac-
cumulation of fine-grained substances of the sediment runoff, and to a lesser
extent due to the coastal erosion products. In wave-dominated environment
the sedimentation in the coastal zone takes place mainly due to the entering
of small bays followed by the coastline smoothing. Accumulation of alluvium is
a result of natural processes and the coastal protection. On the reservoir bot-
tom the sedimentation of silt introduced by the solid runoff takes place.

The most extent coastal erosion for 50 years is observed at Sosnovka village
(the right coast of the reservoir), the coastal retreat makes up 535 m; thus, the
maximum rate of erosion at Novosibirsk reservoir is 10.7 m/year. At Lenin-
skoye settlement (the left coast of the reservoir), the coast has retreated by
274 m, the rate of erosion is 5.48 m/year. The average rate of erosion in the
wave-dominated environment is 1.5-3 m/year. The right bank of the reservoir
is eroded more intensely as compared to the left one due to the predominance
of west winds. The distribution of erosion areas of Curonian Spit is shown
in Fig. 1.
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Fig. 1. The distribution of erosion
areas of Curonian Spit.
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The analysis of cartographic materials was conducted to assess the influ-
ence of marine waters on the coast of Curonian Spit. It revealed the most
intense erosion in the root part from Zelenogradsk town to Lesnoye settle-
ment. The average rate of coastal erosion decreased from 1.23 to 0.23 m/year;
the increase of up to 0.6 m/year was observed in the north-western part of the
town. The rate of the coastal erosion at the boundary of Curonian Spit (north-
eastern part of Zelenogradsk) varies from 0.69 to 0.79 m per year. Its value
increases up to 1.38 m/year between Zelenogradsk and Lesnoye. Further, in
the direction Lesnoye — Rybachy — Morskoye — state border of the RF the
accumulative processes have a dominant role, and therefore the erosion inten-
sity decreases rapidly from 0.10 to 0.01 m/year.

3. Conclusions

Thus, the application of remote sensing and mapping data allowed accu-
rate assessment of coastal transformation as at Novosibirsk Reservoir as in the
Russian part of Kurshskaya Spit. To determine the general state of the coasts
and waters the small-scale maps and images with low resolution were used.
Large-scale maps and images with high resolution were applied for a detail
study of particular sites.
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Monitoring and geohazard assessment
of the Polish coastal zone using 3D laser scanning

Jerzy Frydel, Wojciech Jeglinski, Leszek Jurys,

Dorota Kaulbarsz, Malgorzata Schiewe

Abstract

Coastal zone change is an important issue in northern regions of Poland. It's fre-
quently shaped by geohazard processes such as landslides, falls, slumps, creeps
and topples. Monitoring and throughout assessment of these phenomena based
on relevant recognition of the coastal zone morphology and geological structure
is crucial for successful management of coastal ecosystems. Main factors which
trigger denudation are: weathering, mass wasting and erosion. Coastal zone is
also subject to abrasion which is responsible for removing, transportation and
deposition of fragmented clastic material. Using a 3D laser scanning technique
allows to measure the shape of the coast, therefore enables calculation of the
exact volume of eroded material. To obtain the surveying recurrence it is es-
sential to determine an accurate geographic location (latitude, longitude and
elevation).

H3menenne npubpe;KHOM 30HBI ABASETCSA BAKHBIM BOIIPOCOM AAS CEBEPHBIX
pCFI/IOHOB HO/\LH_II/I, rae HpOI/ICXOAHT npoueccm OINIACHBIX TEOANHAMHYIECCKHUX
usMeHenuid. MOHUTOPUHI M OLIEHKA ®THUX ABAEHHH HAYMHAETCA C OLEHKH
MOP(OAOTHYECKOH U T€OAOTHIECKOH CTPYKTYPBI, KOTOPbIE caMu 10 cebe AB-
ASIOTCA OY€HDb BaKHBIMM KOMIIOHEHTAMU CYIIECTBOBAHUA 9KOoCcUcTeM. MHorue
(aKTOPHI, TAKHE KAK IOroga, cOpoc Marepuana ¥ dpo3usl yCKOPAIOT U3MEHE-
HusA. McroAb3oBanue TPEXMEPHOI0 AA3EPHOr0 CKAHUPOBAHUSA B COYETAHUU
C BBICOKOTOYHOII reorpauueckoil MpUBA3KOH MO3BOASET U3MEPATL Gepero-
BbI€ (I)OpMLI nu paCC‘{I/ITbIBaTL oO0’beMHbIE U3MEHEH U S.
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Analysis of deformation of the bottom relief in the segment
of the northern shore of Sambian Peninsula in the vicinity
of the Port Pionerskij

Konstantin Karmanov, Dmitry Domnin

Abstract

The restructuring of the depths of the study area from 1993 to 2008 is discuss-
ed. The change in the amount of bottom sand deposits within the considered
section of coast is estimated.

B pabore paccMOTpEHO M3MEHEHHE CTPYKTYPBI TAYOUH HCCAEAYeMOTro paifoHa
1o gaHHeIM 1993 1 2008 rr. IToMuMO HU3MEHEHU A TONOTPAPUH JHA PACCMATPU-
BAETCA M3MEHEHHE KOAMYECTBA JOHHBIX IIECYAHBIX OTAOKEHHH B IpeJeAax
paccMaTpHBAEMOro y4acTKa Iobepeskbs.

Konstantin Karmanov, Dmitry Domnin (D<)
P.P. Shirshov Institute of Oceanology RAS, Atlantic Branch, Kaliningrad, Russia
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The evolution of semi-sheltered bayhead beaches:
a study for Valgerand in Parnu Bay

Katri Kartau, Tarmo Soomere

Abstract

Valgerand (White Coast) is one of the most beloved sandy beaches in Parnu
Bay, SW of Estonia. During the last 30-40 years, erosion processes in Valgerand
have been caused substantial coastal retreat in the entire beach area. Modelling of
the evolution of the coastal profile shows that Valgerand is extremely sensitive
with respect to strong storms and waves in high water conditions. Simulations
of the beach platform and analysis of the morphology indicates that a cafeteria,
constructed in the waterline area decades ago and serving as a groin, affects the
sediment transport only locally. Therefore it may be concluded that the cafete-
ria insignificantly affects the functioning of the entire beach and the erosion in
Valgerand is mainly due to storms.

Baabrepang (beantii 6eper), pacioroxkennpiit B Oyxre Ilapny, nussecren Kax
OJMH M3 CAMBIX AYUYIIUX TECYAHBIX MAAKEH I0ro-BOCTOIHOTO MobepeKna
9cronuu. B revenne nocaeguux 30-40 Aet npouecco! spo3uu B Baabrepan-
/€ TPUBEAH K 3HAYUTEABHOMY OTcTynanuio 6eperosoit Amaun. ITposegennoe
YHCAEHHOE MOJEANPOBAHHUE MOKA3aA0, UTO 6eperosas Amuusa Baasrepanga
YpEe3BBIYAHHO YYBCTBUTEABHA K BO3JEHCTBHIO MTOPMOB U BOAH OOABIION
AMIIAMTYABL B pesyabTaTe MOAEAMPOBAHUA AUHAMHKH U aHAAU32 MOP(PONO-
THH ITAAKA OBIAO TIOKA3aHO, 9TO Kade, MOCTPOEHHOE HECKOABKO JECATKOB AET
HazaJ BOAM3M AMHHH ype3a M CAy’KaIlee CBOETO PoJga BOAHOPE30M, BAHAET
TOABKO Ha AOKAABHBIH IEPEHOC JOHHBIX OTAOKeHHH. Takum obpasom, mo-
CTpoeHHOEe Kade He OKa3bIBAe€T 3HAYHUTEALHOTO BAUAHUA Ha JUHAMUKY ITASA-
’Ka B IIEAOM, U HabAIogaemas B Baasrepanjge sposusa 6epera MoxeT 6bITh 06BsC-
HEHA BO3J€HCTBHEM I TOPMOB.

1. Introduction

Even though the Estonian coast is experiencing postglacial uplift (1-
2.8 mm/year depending on the particular site, Vallner et al., 1988), recession
features are often detected in some Estonian beaches. It is thus not unexpected

Katri Kartau, Tarmo Soomere (D<)
Institute of Cybernetics at Tallinn University of Technology, Tallinn, Estonia
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that particularly rapid development of beaches have been reported for the
western Estonian archipelago that are widely open to wave fields approaching
from the Baltic Proper. Simultaneously, recession of several mostly sheltered
bayhead beaches has been also observed in the recent past. While such reces-
sion has been mostly caused by human intervention to the development of
Pirita Beach (Soomere et al., 2008), natural erosion processes are evident in
several other beaches.

In this note, we describe several features of long-term evolution of one of
the sandy beaches that suffers from gradual erosion. Valgerand (White Coast,
Fig. 1) is one of the main sandy beach areas in Parnu Bay, in the south-west of
Estonia. It is located just a few kilometres west from Pirnu, a few kilometres
from a neighbouring village Audru and quite close to Audru River. It is fa-
mous for its fine white sand and for a beautiful pine tree forest, but shows
gradual retreat and seems to develop under continuous stress.

2. Results

During the last 30-40 years, the erosion processes in Valgerand have dra-
matically increased which has significantly changed the entire beach area.
The performed analysis of historical data, the structure of the beach, and
dominant hydrometerological conditions, reveals that the main cause of ero-
sion in Valgerand apparently is a coincidence of many unfavourable condi-
tions, such as:

v Strong winds form unfavourable direction (South-West);

v High storm surge (such as during the January 2005 storm when the water
level was 275 ¢cm above the normal sea level and waves attacked unprotected
dunes);

v Mild winters, the lack of sea ice and the presence of non-freezing sediments
that can be easily eroded and transported (Tonisson et al., 2009).

To more understand the beach processes in Valgerand, the modeling soft-
ware CEDAS—Coastal Engineering Design and Analysis System—was used.
CEDAS is an interactive Windows based system that is designed for engineers
and scientists in coastal, ocean, and hydraulic engineering; oceanography;
and geology fields and it was developed by the Waterways Experiment Sta-

Fig. 1. Valgerand and the cafeteria Doberan today (Estonian Land Board 2009).
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tion, Coastal and Hydraulics Laboratory (CHL) in the US Army Corps of
Engineers.

CEDAS covers a wide range of software solutions that are designed for the
specific situations and locations for modelling. However, programs that were
used for analyzing the situation in Valgerand, were SBEACH and GENESIS.

SBEACH (Storm-induced BEAch CHange Model) calculates only cross-
shore sediment transport, berm and dune erosion produced by storm waves
and water levels. The program operates in the CEDAS graphical user inter-
face designed to facilitate data input, model setup and execution, and analy-
sis of model results. This model can also be used in beach design and fill
projects.

Modelling the evolution of the coastal profile with the use of SBEACH mod-
el, shows that Valgerand is extremely sensitive with respect to strong storms
and waves in high water conditions. The biggest changes to an actually meas-
ured coastal profile occurred in the nearshore area and were accompanied by
a certain retreat of the coastline. As the model water level was kept constant,
there were no significant changes to the beach and berm. An interesting and
quite realistic feature is that sand bars started to form and gradually propa-
gate towards the coast in the nearshore area.

Although the SBEACH model apparently captures the basic features of the
cross-shore transport of fine sediment and the erosion processes in the beach,
its results should be interpreted with care. Namely, the model assumes that
there is always enough sand but in reality sand layer is very thin at some places
in Valgerand.

Another module GENESIS (GENEralized Model for SImulating Shoreline
Change) was used to that calculate long-term shoreline changes. The model
is mostly designed for coastal engineering and planning communities for pre-
dicting the behaviour of shorelines under the assumption that there is insig-
nificant net cross-shore sediment transport and that the cross-shore coastal
profiles keep an equilibrium shape. These assumptions evidently satisfactorily
match the reality in Valgerand. GENESIS is used to simulate the natural sedi-
ment movement on the coast but it also analyzes the effect of groins, detached
breakwaters, seawalls, jetties on the beach. It can be used to develop region-
al sediment budgets and in beach filling projects. Typical longshore extents
and time periods of modelled projects can be in the ranges of 1 to 100 months
and 1 to 100 km.

An attempt to model the evolution of the planform of Valgerand with the
GENESIS model was made starting from a shoreline that was constructed
based on the 1970 hydrographical map. As expected, the overall shape of the

Fig. 2. Coastline changes in
GENESIS model.
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coast showed a tendency to straighten. This process is clearly visible in the na-
ture today. Over the years, the coastline has become smoother and has been
considerably straightened as seen in the recent maps.

Exactly at the waterline of Valgerand there is located a cafeteria called Do-
beran (see Fig. 3). Originally, it was built inland on old dunes but recession of
the beach has fully exposed it to the sea since about the year 1990. There have
been speculations about the role of this building in the sediment transport
and about its potential impact to the coastline. The cafeteria has even been
accused to be the major cause for the sediment loss from the entire beach.

In order to simulate the impact of this building on the coastline, a groin
was inserted into the planform of the beach at the location of the cafeteria.
On the western side of this construction, certain amount sediment is accret-
ing whereas there is relatively fast erosion on its eastern side (Fig. 2). This is
due to the fact that the overall sediment movement is to the east (from left to
right in Fig. 2). This direction coincides with the direction from the baymouth
to the bayhead of Piarnu Bay. When this groin was not present, sediments
were divided evenly across the entire coastal area and the coastline gradually
straightens. The presence of the groin, as expected, distorts the sediment
motion to some extent. There is a certain area of accumulation to the west of
the groin whereas there is an almost equal coastline retreat section to the east
from the groin where coastal retreat is especially rapid during heavy storms.

Comparison of Figs. 2 and 3 confirms that the performed simulations with
the GENESIS model realistically capture the basic disturbances to the coastal
evolution caused by the presence of the cafeteria. The construction does have
some influence, but it does not essentially contribute to the overall intensity of
coastal processes in the beach, except for a small section immediately to the
east of it.

There are some adverse effects implicitly caused by this building, a large
stone revetment and a seawall have been built (Fig. 3) to avoid further erosion
of the foundation of the cafeteria and the beach to the east of the building.
Namely, the presence of the relatively large hard structure might fasten both
erosion and sediment transport processes in its immediate vicinity. Their
presence have apparently increased the local erosion in the vicinity of these

Fig. 3. Valgerand and cafeteria in 1996. (Photo of K. Orviku).

90



The evolution of semi-sheltered bayhead beaches

structures as expected from the general experience of the presence of hard
structures in a sedimentary beach. They stop the erosion in the protected sec-
tion but frequently result in overall intensification of coastal processes in the
neighbouring areas.

3. Conclusions

In conclusion, simulations with the GENESIS model and analysis of the
morphology of the beach with and without an equivalent structure to the
cafeteria indicate that its presence affects the sediment transport only locally.
The overall sediment budget, however, is almost independent on the presence
or absence of this structure. Therefore it may be concluded that this cafeteria
insignificantly affects the entire beach. The main cause of erosion in Valge-
rand is still due to the storms.

However, all the modelling efforts revealed that the deficit of sand is ex-
pected to be the overall feature of Valgerand also in the feature and sustain-
able development of the beach needs human intervention. The choice of an
adequate beach protection system is an important question in the further de-
velopment and protection of Valgerand. In general, it should be based on the
principle that the method of protection should follow the natural conditions.
In a cliff shore, seawall is very good protection method, because the concrete
wall acts the same way as the natural beach, but in sandy beach, the best way
to protect it, is by filling the beach with sand (Orviku, 2005).
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Current mineralogical and petrographic parameters
at the coastal zone of the Sambian peninsula
(Kaliningrad region)

Alexander Sergeev

Abstract

Some results on the mineralogical and petrographic analysis are presented
in the paper. Testing facilities had been collected from the modern sediment
of the coastal zone of the Sambian peninsula. Results contain the information
about mineralogical composition of heavy sub fraction from bottom sediments
of coastal zone and results of the petrographic analysis from the modern coastal
sediment.

B crarbe NpUBOAUTCA PE3YABTATBI MUHEPAAOTO-IIETPOrPaPUUECKOrO AaHAAU3A
COBPEMEHHBIX OcagkoB 6eperopoii 30ap1 Cambuiickoro n-osa (Kaanaunrpaa-
ckast 00AACTh). Pe3yAbTaThl BKAIOYAIOT B c€651 JAHHBIE 10 MUHEPAAOTUUECKOMY
AHAAM3Y TAKEAOH NOAPPAKIIUM JOHHBIX 0CAJKOB 6€PEroBoii 30Hbl U PE3YAb-
TaThl NETPOrpadpuUECKOro aHAAM3a COBPEMEHHBLIX OTAOKEHUH Ipuype3oBoii
YaCTH IIASKA.

1. Introduction

Most integrated mineralogical data related to the seaside and submerged
shore slope of the Sambian peninsula take their origin from the second half

of last century (Gudelis, Emelyanov, 1976; Stauskaite, 1966).

Seaside zone of Sambian peninsula is a zone, where active erosion shore

processes take place. That’s the reason for our having updated mineralogical
and petrographic parameters of the uppermost shore sediments.

Mezozoic, Cainozoic, Quaternary rocks dominate in the area (Zagorodnyh,

2001). Debris of these rocks is the main source for modern sedimentation.

Mineralogical analysis data of heavy sub fraction from submarine shore
slope bottom sediments and petrographic analysis data from soft sediments
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are used in this paper. Testing materials were sampled during geological sur-
veying of surface sediment disposition. Surveys were provided by VSEGEI of
Karpinskiy during the face of prospecting Kalingrad’s shelf zone in the year
2006-07.

2. Results
2.1. Petrographic features of seaward coast sediments.

In general, value of minerals in the coarse and medium size grained sand
(1.0-0.25 mm) is not high. However this value grows rapidly in the fine
grained sand (0.25-0.1 mm), in the same time value of heavy sub fraction
content rises up (Gudelis, Emelyanov, 1976).

According to the petrographic analysis results, middle size grained sand
dominates among other coastal sediments. Forming minerals in this sand are
quartz, feldspars, carbonates, glauconite.

Quartz grains are clear, well rounded, rarely cracked. Potassium domi-
nates in feldspars in proportion 9/1. Feldspars debris are mean rounded,
sometimes they have a tracks cleavage in grains. Carbonates dominate among
the sediments. They are exposed mostly by well rounded calcite and dolomite.
Glauconite is presented by oval ideally rounded deep green grains with ag-
gregated structure. Glauconite size at all available exposure is 0.2-0.1 mm
(fine sand fraction).

According to Shutov diagram, coastal sand sediments have oligomictic and
mesomictic compositions (Fig. 1). Depends on the mineral components dispo-
sition in sediments three zones were selected.

(1) West side of Sambian peninsula. Here we see most chaotic disposition of
mineral components. Consistence of minerals can be low or high in this part
of the seaside. Glauconite value is big.
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Fig. 1. Diagram of mineralogical and petroclastic sand
rocks classification (Shvanov, 1987).
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(2) North side of Sambian peninsula. Quartz value exceeds average with its
rising to the east. Value of feldspar is high at the west and average at the east.
Rocks debris has maximal value at the west (cape Taran) and low value at the
east of the zone. Glauconite value is average in the debris of the north seaside
accept high value at the west of place.

(3) Attached end of Curonian Spit. Quartz value is high with local mini-
mum in the middle of the zone. Feldspars are opposite. Debris value is high in
the sediments of the root part of the Kurshskay spit. Glauqonite has a zigzag
disposition along the shore. Glauqonite does not exist in the root part of the
Curonian Spit, high value in the middle, average value in the north-east.

2.2. Mineralogy of heavy sub fraction at the bottom sand sediments

There are 20 minerals in this sub fraction. Most valuable are garnet, am-
phiboles, pyroxene and other ore minerals. Data for disposition of heavy min-
erals are in the Table.

Table
Mineral composition of heavy sub fraction in percent
Mineral West side North side Attached end
of Sambian of Sambian of Curonian Spit
peninsula peninsula
257 - 0.5 85 - 0.0 7.7 - 23
Phosphate
4.9 25 4.4
. 50.0 - 1.8 6.5 - 0.0 0.0 - 00
Glaugonite
14.4 1.8 0.0
Group of epi- 120 - 3.0 147 - 22 11.1 - 6.5
dotes 6.4 7.7 9.0
. 177 - 3.2 155 - 5.5 226 - 47
Amphiboles
8.9 7.9 15.6
Group 93 - 3.0 95 - 22 323 - 6.5
of pyroxenes 6.4 77 9.0
125 - 0.0 294 - 24 140 - 26
Garnet
7.0 16.0 6.9
o 47 - 0.0 122 - 2.1 5.1 - 0.0
Siderite
1.3 7.3 3.3
Ilmenite, 444 - 0.0 38.3 - 131 16.3 - 0.0
leucoxene 24.7 21.2 7.2
Marcasite’ 14.9 - 0.0 0.8 - 0.0 0.0 - 0.0
pyrite 7.0 0.2 0.0
Heavy miner- 1.9 - 0.3 1.2 - 0.4 1.7 - 0.5
als content (%) 0.9 0.9 1.0

Heavy minerals dominate in the modern sediment. They are close in their
composition to the minerals from Paleogene and Quaternary periods. This
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Fig. 2. Scheme of consistence and distribution of the heavy sub fraction
from sediment of the submerged shore slope at depth range 1-10 m.

circumstance clearly shows that sediment comes to the shore slope from the
erosion of the ancient rocks.

Characteristic of the west shore slope is sediments flow along the coast to
south. It caused by natural morphology of the shore and erosion processes.
On the western shore slope an enrichment zone heavy minerals are depths
of 5-10 m. These depths are area with the maximum wave processing. North
shore slope can be divided on 2 zones: west—where erosion process dominates
and east which is a kind of transit zone. Submarine slope of the Curonian spit
should be divided to the two parts as well. One of them is a root part—zone
of transformation for direction of the sediment flow and transformation of
hydrodynamics of the environment. Such a changed dynamics leads to the
growing of amount of heavy minerals in the sediment and it changes the con-
sistence of heavy materials. Second part which is on the north east—becomes
a place of origin for the flow of eroded material shrinking with a slight accu-
mulation of heavy fraction by the less weighted minerals. That shows to the
ending of erosion processes (Fig. 2).
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Geological and geomorphological conditions
of the coast of the Sambian Peninsula

Anna Shishkina

Abstract

Investigations were conducted on the northern coast of the Sambian Peninsula
in July 2008. During survey routes from the Filinskoy bay to the Sokolniki vil-
lage, basic geological sections and shore-composing rocks were described. Be-
sides, beach morphometric profiles were laid for exploration the geomorpho-
logical structure and coastal processes of the Semba Peninsula northern coast.

HccaegoBanua MpoBOAUAUCH Ha ceBepHOM nobepexne Cambuiickoro m-osa B
uione 2008 1. B xo4e 0630pHBIX MapmIpyToB, 0T DUANHCKOH 6yXTHI J0 mmoc. Co-
KOABHHKH, OBIAM OIIHCAHBI OTIOPHBIE TEOAOTHUECKHE Pa3PE3hl, ITOPOJABI CAA-
rajomue 6eper, a TakkKe 3aA0KEHBI MOPPOMETPHIECKHE TPOPUAN MAAKA C
I[EABIO H3YIEeHHUA 0COOEHHOCTEH reOMOPPOAOTHIECKOTO CTPOEHUA U PA3BUTHSA
6eperoBrIX MpoIjeccoB cepepHOTo Mobepexkba Cambuiickoro moAyocTposa.

1. Introduction

The coast of the Kaliningrad region is an important recreational object.
This area suffers strong anthropogenesis influence. Large resort cities are
located in the area and amber deposits are developed. All of this results in
changes of environment and deterioration of the coastal condition. For un-
derstanding of geomorphological processes it is necessary consideration a
wide spectrum of influencing factors the coast, in particular an important
role of geological conditions. In this connection, a monitoring of the coastal
zone is of great value. An activity of Kant State University of Russia contrib-
utes considerably to this area study. Annually, survey routes to the coast of
Semba peninsula are carried out in the scope of students’ practical training.
The research helps supervising environmental changes of the coastal zone
and making optimal decisions on coastline protection.

Anna Shishkina (D<)
Southern scientific centre Russian Academy of Science, Rostov-on-Don, Russia
e-mail: shishkinaanna@bk.ru
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2. Study area

The research was carried out on the northern coast of Semba peninsula,
in July 2008. Two routes passed the northern coast of Semba peninsula and
covered the territory from the Filinsky bay to the settlement of Sokolniki.
A purpose of the work is a study of geological and geomorphological features
of the northern coast of Semba peninsula.

3. Results

During the survey routes the sites with resembling geological structures
were found and scaled. Within the limits of each site, the reference point
was chosen for description of the breeds composing the coastal ledge. Slope
processes were described and microrelief forms were located. For the beach
study, morphometric profiles were constructed and beachfront sediments
were investigated. By means of references the geological history of the region,
peculiarities of the coastal zone development, factors influencing formation
of coast shape and basic tendencies of modern development of a coastal zone
have been studied.

In coastal breakages the breeds are neozoic bared, the most ancient of
them are palaeogene. Quaternary sediments are presented by all four depart-
ments: bottom, average and top Pleistocene and Holocene. Preholocene sedi-
ments in overwhelming majority have glacial genesis. The bottom department
is presented by the sediments genetically connected with the most ancient
quaternary glaciations. Holocen on conditions of sedimentation is a postgla-
cial epoch. Its sediments are presented by the diversified continental phase
of various genesis: lake-marsh, sea, lake-sea and aeolian. Coast formation is
directly connected with the history of development of the Baltic sea which
has appeared as a modern reservoir only in postglacial epoch. The sea level
change, connected with approach and melting of a glacier, was the basic relief-
forming factor. The coast is the a complex of friable breeds. The characteristic
is interlaying clay and sand.

During a survey route from the settlement Rybnoye to the Filinsky bay
5 sites have been allocated. Criterion of allocation was the change of the it
complex of radical breeds bared in the coastal ledge. The height of coastal
ledges from Svetlogorsk to settlement Lesnoye varied from 10 to 45 m from
the West to the east. During the description of geological cuts the basic com-
posing breeds have been revealed. The profiles constructed near Svetlogorsk
(700 m to the east from the termination of the promenade and the western ex-
tremity of the promenade), have been formed by sand. On advancement from
the east to the West there was a change of breeds of the top horizon. In the
east from the promenade of Svetlogorsk in the top horizon sand with gravel
and pebble layers (15 cm), and in the west—brown loams lie down. On further
advancement to the West in coastal ledges we allocated small capacity (to 2 m)
Layers of black clay (lignite) which carry out the water protection role. Near
the settlement Lestnoye on sand and clay the layer of black loams (5) and
higher—sandy loams (15) lie.

Various coastal sediment have different genesis, clay and loams—marsh,
sand—costal-sea or lake, sandy loams—glacial.

97



A. Shishkina

On the coast of Semba peninsula there is a unique formation—the Earth of
Kranta. These sediments finish cut the palaegone. They are formed of brown
sandstone, a basis of its mineral structure is glauconitic-quartz sand, strongly
cemented iron hydroxides. In a slope there is set of fossils (moves of mud-
eaters and of minerals mollusks). Sandstone is covered by glaukanito-quartz
sand. The genesis is coastal-sea.

On a site of coast from settlement Rybnoye to settlement Sokolniki 5 pro-
files have been constructed. In this area the height of coastal ledge varied
from 9 to 5 m, then the shaft gradually decreases, and the beach takes a form
of a full profile. The profile put on cape Gvardejsky, is combined of loams with
inclusion of boulders. To the east of the stream the Spokojny coastal ledge is
combined of a pebble and loams with inclusion of lenses sand-gravel-pebble
material. To the west of the river the Zabava the slope is combined by loams,
the presence of boulders in the top part of the coastal ledge shows transporta-
tion activity of a glacier. Near the settlement Kuliklvo in a coastal slope we see
clay and sand. The origin of breeds is mainly glacial and leke-glacial.

Geological a condition, characterized by prevalence of easily destructed fri-
able breeds, in a combination with increasing level of the ocean, strengthen-
ing of storm activity and intervention of human civilization, promote develop-
ment of abrasive and landslide processes on the northern coast of Semba pe-
ninsula. Widespread of such slope processes, as formation of taluses, sailings
and erosive furrows are observed.

The process of destruction of the coast has became more intensive last years
because of increase in quantity of storm excitements, increase in anthropog-
enous loading and reduction of width of beaches. Speed of washing out of
abrasive makes coast is from 0.1-0.7 on capes (capes Kupalniy, Gvardeyskiy)
to 0.6-1.5 m/year on boards of bays from settlement Filino to Svetlogorsk, to
the east of cape Gvardeyskiy. In storm rates of destruction of the coast is ten
times above mid-annual values.

Along coastal ledges lean-to beach is formed. The width of such beach is
from 5-7 on capes and up to 40-50 m in bays and concavities. On capes
where waves can easily reach the coastal breakages, beaches are combined of a
bollder-clumpy material. In bays where the coast is protected from the impact
of waves by a wide beach, in a structure of beaches sandy accumulation with a
pebble and gravel impurity in the serf strip prevails.

Now the tendency of reduction of beaches width of the Kaliningrad re-
gion is marked. The narrowest beaches are located on the northern coast
of Semba peninsula this is connected with deficiency of deposits, washing
out of an underwater raincoat and disturbance of natural lithological mode.
On the northern coast of Semba peninsula there are mainly beaches less than
15 (27 percent) in width and 15-30 m (61 percent), beaches in width. Beaches
of more than 50 m in width are not found, while in 1984 they were stretched
1 km along of coast.

During the expedition it has been noticed that on Capes Kupalniy, Gvar-
deyskiy the beach is composed of boulder-pebble material. In the rear part
as a rule pebbles with sand prevail, and the quantity of rough fragments in-
creases in the front part. On the site of Cope Gvardeyskiy it is possible to
observe a beach of an incomplete profile: in a rear part sandy with a consider-
able quantity of gravel, pebble, boulders, in the front part the quantity rough
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fragments increases and the quantity of sand decreases. The width of the
beach is of 8 m.

On the northern coast of Semba peninsula, near the settlement of Sokol-
niki the accumulative type of coast is presented. The beach of a full profile
with accurately expressed shaft is observed. The rear part of a beach is adjoin
by the eolian-accumulative forms: foredune ridge and sandy spits generated
by the transportation and accumulation of sand, grasped by a wind stream on
the beach. The width of the beach up to the foredune ridge 20 m, the height
of the dune is 5 m.

Reduction of width of a beach worsens an ecological condition of coast.
The reason of reduction of beaches is deficiency of the overburden, formed
as result of regulation of abrasion slopes. On the one hand, the destruction of
the coast from erosion is a serious problem for recreational facilities, on the
other hand, is a natural process that plays a key role in the supply of sediment
to build such accumulative forms like scythes and beaches.

4. Conclusions

Summarizing the knowledge received as a result of the research, it is possi-
ble to draw following conclusions on geologo-geomorphological conditions of
northern coast of Semba peninsula. Coastal ledges are combined of a complex
of friable breeds (sandstones, sand, loams, sandy loams) and clays. Geological
conditions in a combination to wave activity, are the reason of distribution of
abrasive processes on the coast of Semba peninsula. As a result of abrasion
coastal ledges up to 45 m. high are formed. Abrasive material goes on con-
struction of the beaches which width on the northern coast of Semba peninsu-
la reaches 20 m. There are sandy beaches and the beaches combined formed
of rough fragments (a pebble, gravel, boulders). The width of the beaches is
reducing that negatively affects the an ecological condition of the coast.
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Infragravity waves in the south Baltic
dissipative coastal zone

Piotr Szmytkiewicz

Abstract

Itis a widely accepted assumption that infragravity waves are generated by com-
plex of nonlinear mechanisms: time-varying breakpoint position, surf zone wave
groupiness effect, shoreline reflection, and refractive trapping. The study done
at IBWPAN Coastal Research Station at Lubiatowo suggested existing infragrav-
ity waves can develop at a dissipative, multiple bar south Baltic system. At the
beginning of the analysis the observations obtained with alongshore oriented
string wave gauges have been previously used to identify concentrations of wave
energy. This was done by using wavelet and Fourier analysis. Deployment of the
2nd wave gauge in close shoreline proximity confirmed the hypothesis on the
presence of infragravity waves at the studied dissipative beach.

Ilupoko NpHUHATO NPEAIONOKEHHE, YTO HHPpArpaBUTAIITHOHHbIE BOAHBI Te-
HEPHUPYIOTCS KOMIIAEKCOM HEAMHEHHBIX MEXAHHU3MOB, 3aBUCALIIUX OT IOAO-
JKEHHU S TOYKHU pa3pyleHus, paKTopa IPyNIOBUTOCTH B 1pubOOIHOI 30HE, OT-
paxkenusa ot 6epera u pePppaKkIHOHHOIO yAaBAuBaHus:. Mccaegosanue, npo-
BegenHoe Ha IBWPAN 6eperosoii nccaeg0BaTeAbCKOil cTaHuK B A0GATOBO
IPEAIOAOKHAO, YTO CYHIECTBYIOIINE HHPPAT PABUTAIIMOHHBIE BOAHBI MOT'YT
Pa3BUBATLCA B AUCCUNIATUBHON GeperoBoii cucreMe 10KHOH baATHKu ¢ MHO-
JKECTBOM IIOJBOJHBIX BaAOB. B Hauane aHaAM3a HAOAIOAE€HU A ITOAYYAAH C IO-
MOIIbIO OPUEHTHPOBAHHBIX BAOAb G€pera CTpyYHHBIX BOAHOTPadoB, 40 CHX IIOP
HUCIIOAB30BABIIUXCA AAS ONPEJEACHHS KOHIIEHTPAIMH BOAHOBOI ®HEPrUMU.
D10 OBIAO CAEAAHO C MCHOAB30BAaHUEM BoBAET M Dypbe anHarmuza. Paspymre-
HHE BTOPOTO UCTOYHHUKA BOAH B OAM30CTH K ype3y OATBEPAUAO THIIOTESY CY-
IIECTBOBAHUSA UHPPATPAaBUTAIIMOHHBIX BOAH Ha U3YYEHHOM JHCCUIIATHBHOM
Gepery.

Piotr Szmytkiewicz (><)

Institute of Hydro-Engineering of the Polish Academy of Sciences (IBW PAN),
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1. Introduction

It is a widely accepted assumption that infragravity waves are generated by
complex nonli-near mechanisms: time-varying breakpoint position, surf zone
wave groupiness effect, shoreline reflection, and refractive trapping. In gen-
eral, there are two concepts concerning generation of the infragravity waves.
The first one defines them as secondary waves, namely the waves generated
by wave breaking and mutual nonlinear interaction between two or more se-
ries of wind waves. Within the second theory, the infragravity waves appear
as a result of reflection of long waves from the coast. Height of this type of
waves strongly decreases with the distance offshore. Generally, these waves
can be both progressive and standing. Recently, more and more theories
based on the concept of the so-called self organization processes occurring in
the coastal zone become popular. As yet, there are no systematic observations
of infragravity waves. Due to a high level of complexity, the randomness of
a highly non-linear processes associated with the generation of infragravity
waves is not fully recognized. The most realistic assessment of these pheno-
mena should be expected from analyses carried out on the basis of observa-
tions in natural conditions.

2. Study area

The study done at IBWPAN Coastal Research Station at Lubiatowo sug-
gested existing infragravity waves can develop at a dissipative, multiple bar
south Baltic beach system. Initially the observations obtained with alongshore
oriented string wave gauges were used to identify concentrations of wave en-
ergy. This was done by using wavelet and Fourier analysis. The experimental
work was done at the IBW PAN Coastal Research Station (CRS) in Lubiatowo
in 2006. CRS is located at Lubiatowo on the Polish coast in the southern part
of the Baltic Sea. The beach usually exhibits 4 multiple bars (Fig. 1 bottom)
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Fig. 1. Layout of measuring equipment during field campaign 2006.
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and has a mild mean slope of m=tana=1-1.5 % with a median grain size of
D,,=0.22 mm. A predominant west to east littoral drift and multiple break-
ers are observed. Long term observations show that during average storms
the significant wave height outside the surf region, for water depth % of about
20 m usually reaches H =2-2.5 m with a mean period of 7=5-7 s. The Lubia-
towo beach is a highly dissipative system (R6zyiniski, 2005).

In 2006 field experiments two steel rods were positioned some 30 m off-
shore, where the average depth of seabed is in the range of 0.6 m (D01, D02
at Fig. 2). In this way it became possible to study cross-shore properties of
nearshore hydrodynamics within the surf zone, making use of simultaneous
records from two cross-shore locations.

3. Methods and results

The possession of long (time) series describing random variability of the
studied physical parameters allows for application of various signal processing
tools. In this study two complementary techniques were incorporated, that is
conventional spectral analysis and Discrete Wavelet Transform (DWT). DWT
was employed to extract key components that may account for the presence
of infragravity waves. The wave climate data containing 52 days of registered
parameters in close shoreline proximity at two positions: point D01 and D02,
¢f. Fig. 2, were examined using the Discrete Wavelet Transform to extract
slow varying components 7, of the wave spectrum. It possesses an important
property of locating various oscillations during measurements with the wave-
let functions. The resulting multi-resolution analysis performed in this study
was based on near-symmetrical coif wavelet function.

We obtained the details which best reflected individual hydrodynamic
processes (Figs. 3, 4). From both Figures we can see that the 2nd harmonics
and wind waves are captured by period contents: 2<7<8 s. Likewise, most
information on infragravity waves are contained in 7" € (32 s, 64 s) and on
periodic content 7" € (64 s, 128 s). Incidental remaining energy are contained
by T€ (128 s, 1,024 s).

Fig. 2. Measuring equipment,
bathymetry of 19.09.2006.
D2—string wave gauge

at h=4.2 m, D1 at h=2.8 m,
D01 and DO2 at h=0.6 m.
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On the basis on Figs. 3, 4 we could also find moments where in the both
places (D01 and D02) long waves occurred on the exactly the same time. Only
this part of data was used for further analysis of the presence of infragravity
waves at a dissipative multiple bar system.

Wavelet decomposition of both wave records is targeted toward identifica-
tion of a phase shift in each pair of slow-varying components, from which the
associated wavelengths will be extracted. The knowledge of these parameters
will then allow for computation of the concomitant modal number for each
slow-varying component. In this way the existence of infragravity waves at a
dissipative beach will either be confirmed with very strong evidence (existence
of relatively stable phase shift between records from two near locations) or
rejected (lack of such phase shift). Fig. 5 shows that for 7=32+64 s the phase
shift is about 45°, whereas for 7=64-+128 it is close to zero.

4. Conclusions

(1) The study provided knowledge on offshore range of slow varying com-
ponents of the wave spectra, recorded in the surf zone of the overwhelmingly
dissipative beach system with multiple bars. Rapid offshore decay of these
components allowed for inferring about reflective properties of this system
only in close shoreline proximity.
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Fig. 3. Various oscillations of variance at string wave gauge D01 at depth 0.6 m.
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Fig. 4. Various oscillations of variance at string wave gauge D01 at depth 0.6 m.
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Fig. 5. Infragavity waves phase shifts at DO1 and D02; (a) T=32+64 s, (b) 64+128 s.

(2) Deployment of the 2nd wave gauge in close shoreline proximity con-
firmed the hypothesis on the presence of infragravity waves at the studied
dissipative beach.

(3) Analysis shows that for infragravity waves (7=32+64 s) the phase shift is
about 45°, whereas for infragravity waves (7=64-+128) it is close to zero.
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Coast protection of artificial territory

Ekaterina Volkova

Abstract

Over the last years, creation of beaches over artificial territories has become a
common practice. In this way, the artificial territory is protected with the help
of creating beaches. Beaches are among the most attractive recreation areas. Si-
multaneously they carry out protection functions, providing during storm coast
protection, and located in shoreline constructions and communications. The
beaches are important element of protection of environment coastline zones of
the sea. The aim of investigation is protecting artificial territories and artificial
islands with the help of creating beaches. Results of experimental research, de-
sign and parameters of protection construction were analyzed.

B nocaegnue rogbt oO6bIYHON NPAKTUKONH CTAAO CO3JaHUE HUCKYCCTBEHHBIX
HASIKEH Ha BHOBb CO3/aBAE€MbIX TEPPUTOPUAX AAS UX 3aIIUThL. [TAsKM camu
1o cebe ABAAIOTCA OY€Hb NPUTATATEABHBIMU JAS OTAbIXa. KpoMme Toro onu
06ecrmeInBaloT 3aUTY BO BpeMA ITOPMOB B caMoro 6epera m KOHCTPYKIJHA,
PACTIONOKEHHBIX B HETIOCPEACTBEHHOH OAN30CTH OT BOABIL. IIAAKT ABAATOTCA
TaKsKe BaKHEHIITUM DAEMEHTOM 3aIHUTH 6eperosoil 3oubl Mopsa. leanio pa-
60THI ABAAETCA 3aIUTA BHOBL CO34AaBAEMBIX TEPPHUTOPUI M OCTPOBOB C TO-
MOIIbIO NASKeH. [IpoaHAAN3HPOBAHBI PE3YABTATHI ®KCIEPUMEHTAABHBIX HC-
CA€/OBAHUI, TEXHUYECKUE XAPAKTEPUCTUKH 3AIUTHBIX KOHCTPYKIIHI.

Ekaterina Volkova (Ix)
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Comparison between modelled and measured wind wave
parameters in Estonian coastal waters

Inga Zaitseva-Parnaste, Andrus Raimet, Tarmo Soomere

Abstract

Historical visual observations and numerical hindcasts are merged to reveal the
basic features of the wave properties and to identify their changes in the western
and northern coastal waters of Estonia. Wave conditions, their seasonal cycle,
interannual and long-term variations are established based on visual observa-
tions at Vilsandi on the western coast of Estonia (1954-2008), at Pakri (1954-85)
and at Narva-Joesuu on the southern coast of the Gulf of Finland (1954-2008).
The observed data are compared against numerically simulated wave data for
1970-2007. The typical wave periods in the coastal areas are 3—4 s. The monthly
mean wave height follows the seasonal variation in wind speed with a maximum
in October—January and with a substantial variability on weekly scales. The an-
nual mean wave heights reveal nearly synchronous interannual variations along
the entire coast of Estonia until the mid-1980s after which this coherence is
lost. The shortening of the ice season apparently has lead to an increase of the
annual mean wave height at the coastal areas of the northern Baltic Proper but
has insignificantly affected the wave properties along the southern coast of the
Gulf of Finland.

Ha ocHOBe JaHHBIX BU3yaAbHBIX HAOAIO4E€HHIT IPOBEAEH AHAAU3 JOATOCPOU-
HBIX U3MEHEHHH BOAHOBOIl aKTHBHOCTU B NPUOPEKHBIX BOJAX DCTOHUH B
Buacanan (1954-2008), ITakpu (1954-1985) u HapBa-I/UIbmcyy (1954-2008).
IIpoBegeHO CpaBHEHHE ®TUX AAHHBIX, IMOAyYeHHBIX ¢ 1970 mo 2007 r., ¢ pe-
3yAbTaTaMH YUCAEHHOIO MOAEAHPOBaHUA B pamkax nakera WAM. Ilokaszano,
4TO 40 cepeAuHbl 1980-X I'T. B U3MEHEHUAX BBICOT BOAH IPOCAEKUBAETCS SIP-
KO BbIPA’KEHHAA COTAACOBAHHOCTL KPATKOCPOYHBIX U3MEHEHHH C XapaKTep-
HBIM BpeMeHHbIM MacmTabom B 1-3 roga. [Tozguee 9Ta COrAACOBAHHOCTD MPO-

Inga Zaitseva-Pirnaste (<)
Institute of Cybernetics at Tallinn University of Technology, Tallinn, Estonia
e-mail: inga.zaitseva@gmail.com
Andrus Riimet, Tarmo Soomere (<)
Tallinn University of Technology, Faculty of Civil Engineering,
Department of Mechanics, Tallinn, Estonia
e-mail: andrus.raamet@ttu.ee
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nagaet. Takxe ¢ 1980-x rr. B JaHHBIX BU3yaAbHBIX HabAI0ogenuit 8 Hapsa-
HpIacyy BBIABACHBI 3HAYUTEABHBIC H3MEHEHU S B HAIIPABACHHAX PACIIPOCTPaA-
HEHHA BOAH, KOTOPBIE HE NOATBEPAUAHCH B YUCACHHBIX IIPOrHO3AX.

1. Introduction

Studies of properties of complex wave fields in different sea areas and re-
search towards the understanding of both the status of and changes to the
wave climate form one of the key elements of physical oceanography and
coastal science. This is not only because surface waves are a major driver of
processes in the surface layer, nearshore and coastal area, but also because
the wave climate is one of the most robust indicators of the changes in wind
regime in semi-enclosed sea areas. An accurate picture of typical and extreme
wave properties and their potential changes is, thus, of great value for a wide
variety of research topics and engineering applications.

In this study we focus on the properties of the waves and their variations
along the coasts of north-eastern Baltic Sea. The analysis relies on a com-
parison of long-term variations of visually observed wave properties at the
eastern part of the northern Baltic Proper and the Gulf of Finland (Vilsandi,
Pakri, Narva-Joesuu) and on numerical hindcast of wave properties over the
last 38 years in this region calculated using the wave model WAM. Finally,
we discuss changes in the directional distributions of wave fields according to
measurements and simulations.

2. Methods

The analysis is based on three visually observed wave data sets recorded at
(1) the western coast of the island of Vilsandi (58°22'59" N, 21°48'55" E, Fig. 1),
(i1) Pakri in the western part of the Gulf of Finland (59°23'37" N 24°02'40" E)
and (iii) Narva-Joesuu in the eastern part of this gulf (59°28'06” N, 28°02'42" E,
Fig. 1) in Narva Bay. Systematic wave observations at these sites started in
1954 and have been carried out until today (until 1985 at Pakri).

Data from Vilsandi reflect well waves coming from the westerly directions
(Soomere & Zaitseva, 2007) but owing to a small water depth at the obser-
vation sites the largest waves may be distorted. Pakri is the only deep-water
wave observation site on the southern coast of the Gulf of Finland that is
largely open to waves generated in the northern Baltic Proper (Zaitseva-Pirn-
aste et al., 2009). Waves at Narva-Joesuu are frequently locally generated and
usually stem from the Gulf of Finland. The site is fully open to waves ap-
proaching from the north-west and almost open for waves approaching from
the south-west to the north. The height of the observation platform is 12.8 m
above the mean sea level. This allows even better wave observation conditions
than at Vilsandi. The measurement routine was identical for all observation
sites (Soomere & Zaitseva, 2007).

The properties of wave fields were calculated using the third generation
spectral wave model WAM (Komen et al., 1994). The calculation was done
for a regular rectangular grid (a resolution of about 3X3 nautical miles,
239x208 points, 11,545 sea points) based on the bathymetry prepared by
Seifert et al. (2001) that extends over ice-free sea from 09°36’ E to 30°18" E
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Fig. 1. Location of wave observation
sites.
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and from 53°57' N to 65°51' N (Soomere, 2003). At each sea point, 1,008 com-
ponents of the two-dimensional wave spectrum were calculated. The model
uses 24 evenly spaced directions. Differently from the standard configuration
of the WAM (that ignores waves with periods <2 s), an extended frequency
range from 0.042 to about 2 Hz (wave periods 0.5-23.9 s, 42 frequencies with
an increment of 1.1) was used to ensure realistic wave growth rates in low
wind conditions after calm situations (Soomere, 2005).

The wind forcing at a 10 m level was derived from geostrophic winds as
recommended by Bumke and Hasse (1989): the geostrophic wind speed was
multiplied by 0.6 and the direction turned by 15° to the left. This approxi-
mation is used in many contemporary studies into the Baltic Sea dynamics
(Myrberg et al., 2010).

3. Results

The almost perfect match of short-term variability (1-3 years) of the annual
mean wave heights (Fig. 2) and a high correlation coefficient (0.58) between
these values in 1957-85 at Vilsandi and Pakri once more confirms that the
visual wave observations reproduce well the basic properties of wave fields
and their changes.

Although the Pakri data exist only until 1985, the high correlation suggests
that the drastic variations of wave properties at Vilsandi reflect real changes
in wave fields in the Baltic Proper. All data sets show almost perfect match of
years of relatively high and low wave intensity at all measurement sites within
the time interval of 1958-1990 (Fig. 2).

This feature shows that the short-term interannual variability with time
scales of 1-3 years has the same appearance along the entire coast of Estonia
from the Baltic Proper to Narva Bay. This coherence in the long-term vari-
ation in wave heights ends abruptly at the end of the 1980s (Fig. 2). While
wave activity reveals drastic decadal-scale increase and decrease in the Baltic
Proper during the latter two decades, a gradual decrease of the annual mean
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wave height is observed at Narva-Joesuu. Moreover, differently from the pe-
riod before the 1980s, years with relatively high wave intensity at Vilsandi
correspond to relatively calm years in Narva Bay and vice versa.

Long-term variations of simulated mean wave heights match well the ob-
served ones for all measurement sites until 1993. However, the drastic increase
of mean wave height at Vilsandi in the turn of millennium and the subsequent
decrease are not represented in the numerical hindcast. A similar mismatch
happens at Narva-Joesuu. Although visual observations show rapid decrease
in wave activity from 1990, the model does not reflect any strong long-term
variations (Fig. 2).

The direction of wave propagation in visual observation diaries was inter-
preted as the direction from which the waves approach, similarly to the defi-
nition of the wind direction. The opposite interpretation in the WAM model
is reversed below so that all figures reflect the wave approach direction.

The annual directional distributions of wave approach for Vilsandi and
Pakri show a certain interannual and decadal variability but reveal no sub-
stantial long-term changes of the predominant direction. Substantial chang-
es in the predominant wave direction have occurred in Narva Bay during
the half-century of observations (Fig. 3). Waves mostly approached from the
W-NW direction in the 1950s and until about 1965. The predominant ap-
proach direction turned almost to the north for the 1970s. Further on, it
turned considerably, from the north-west to south-west (for some years even
almost to the south) over the 1980s. Then it switched between the W-SW
and the south and has been mostly to the south within the latter decade.
The most frequent observed propagation direction, therefore, has changed
by more than 90° over the half-century of the observations. The second most
frequent wave direction (S—SE) has turned in a similar manner but to a lesser
extent. Interestingly, none of these changes are reflected in simulated wave
propagation directions.
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Fig. 3. Observed (left panel, 1954-2008) and modelled (right panel, 1970-2007)
directional distribution of wave approach at Narva-Jéesuu. The scale shows
the frequency of occurrence (%) of waves from a particular direction.

4. Conclusions

Although the WAM model with the used wind forcing does not replicate
certain features of long-term changes in wave properties, short-term varia-
tions of observed and simulated wave parameters match well each other.

A highly interesting feature, however, is the substantial turn of the predom-
inant observed wave propagation direction in Narva Bay. Even though the
visual observations may contain systematic errors and are strongly observer-
dependent, the systematic rotation by more than 90° over a half-century can
be interpreted as an evidence of certain changes in the wind fields over the
entire Gulf of Finland, possibly connected with the overall increase in the role
of SW winds over Estonia (Kull, 2005).
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Predictability of historical floods
in the Northern Adriatic Sea

Luigi Cavaleri

Abstract

The predictability of the most severe storms and floods in the Adriatic Sea, and
in particular in its northern section where they lead to the flooding of Venice.
In 1966 the most damaging flood took place, greater by over 40 cm than any
previous record. Given the lack of predictability at the time, I discuss if this was
due to the lack of sufficient data or to that of suitable methods and computer
power. At this aim I report the a posteriori forecasts done for this storm and a
similar one in 1979, forecasts done starting from the simple information that
was available at the time. The results show that, even with the relatively few data
available 30 or 40 years ago, it would have been possible to forecast the storms
several days in advance. This is reassuring for the present forecasts, should simi-
lar events happen again. This paper is a compact version of a more extensive
one (Cavaleri et al., 2010) recently published, to whom the interested reader is
referred for a complete information on the subject.

O6c¢yxjaeTcs nmpegckasyeMocTh Hanboaee KeCTOKRUX IMTOPMOB M HABOAHEHU I
B AZpHAaTHYECKOM MOpe, 0COGEHHO B €ro CEBEPHOH YacTH, Ije 9TH ABACHHA
NPHBOAAT K HaBoAHEHUAM B Bemerun. Hanboaee paspymuTeAbHOE HaBO/-
HeHHe UMeAo MecTo B 1966 1., Korga Bojga noguarach Ha 40 cMm BpIIIE paHee
$urcupyemoro makcumyma. Mimes B BuAy, 9T0o 9T0o HAaBOJHEHHE He OBINO ITpe/-
CKa3aHO, 06CYRAAIOTCA MPHIMHLI — OTCYTCTBHE HEOOXOAUMBIX JAHHBIX UAH
OTCYTCTBHE COOTBETCTBYIOIMX METOJOB H KOMIIBLIOTEPHBIX pecypcoB. Jas
9TOI IleAU MPOBEJEH allOCTEPHOPHBII MPOTHO3 A DTOTO ABACHHA, a TaKKe
AAST AHAAOTHYIHOTO, nMeBIrero Mecto 8 1979 r. Ilpornos caeaan na 6ase ympo-
meHHol MHGOPMAITUH, MMEBIIecs Ha TOT MOMEHT. Pe3yAbTaT mokasan, 4To
JAake Te HEMHOTOYHCAECHHBIE JaHHbIe, uMenmueca 30-40 AeT Hasaj, TO3BO-
ASIOT MPeJCKa3aTh HaBOAHEHHE C 3aOAATOBPEMEHHOCTHIO B HECKOABKO JHEH.
IT0 0b6HAJEKHBAET B CAyYae, €CAM AHAAOTHYHOE MOKET CAYIHUTLCA ceifduac.
ITa CTaThA ABAAETCA yKOpodeHHOH Bepcuei craTeu (Cavaleri et al., 2010), k
KOTOPOIl M OTCBIAAETCA 3AaNHTEPECOBABIIMICA YHTATEAD.

Luigi Cavaleri (><)
Institute of Marine Sciences—CNR, Castello 1364/A, 30121 Venice, Italy
e-mail: luigi.cavaleri@ismar.cnr.it
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1. Introduction: the reasons for the study

In the early November 1966 the central and north-eastern part of Italy
were affected by an exceptional storm that brought very intense precipitation
over large areas and strong winds over the Adriatic Sea, east of the Italian
peninsula. Fig. 1 shows the area I refer to and the meteorological map at the
peak of the storm, as it was derived in the aftermath of the event. The storm
caused the flood of two of the greatest historical towns of Italy, Florence and
Venice, and strong damages and many fatalities in small towns and villages in
central and north-eastern Italy. Because of its exceptional character and con-
sequences, the storm has been deeply studied, see, among others, Fea et al.
(1968), Warner & Hsu (2000), Berto et al. (2005), De Zolt et al. (2006), Mal-
guzzi et al. (2006).

Here I report a different approach, focused not only on the characteristics
of the storm, but on their predictability. At the time there was hardly any fore-
cast of what was going to happen, and it is natural to wonder what we could
do should similar events happen today. The limitations to the quality of a
forecast may derive from a lack of sufficient data or from the limited accuracy
of the numerical models we use to predict the storm. If the main reason turns
out to be associated to the lack of data, this may be considered as an encour-
aging result for the present conditions. In fact nowadays we enjoy a wealth of
data, both on land (at least in Europe) and on the sea, the latter thank to the
steady flow of information from the various meteorological satellites circling
the globe. To clarify this matter I consider the data available in November
1966 to the forecasters and apply to them the sophisticated numerical models
presently used for the daily forecast. For a better reliability of the conclu-
sions the approach is repeated for a storm happened in December 1979, that
ranked second, just after the 1966 one, in the list of the heaviest events in the
northern Adriatic and the Venice lagoon.

The paper begins, section 2, with a short description of the morphologi-
cal characteristics of the area of interest and of the conditions present during
the two storms. In 3 I outline the methodology followed during the study.
The main results are provided in section 4, then discuss in the final section 5.

2. The characteristics of the area and of the analysed storms

The Adriatic Sea (Fig. 1) is an elongated basin to the East of Italy, enclosed
between the Italian peninsula and the Balkans. It is about 750 km long,
200 km wide, aligned in the north-west to south-east direction. At its south-
ern end it is connected with the Mediterranean Sea via the narrow Otranto
strait. The sea is shallow in its northern part, the bottom sloping down from
the northern coast at a 1/1,000 rate. Beyond the 200 m isobath the bottom
deepens suddenly, remaining so until Otranto except for the narrow strip of
shallow water along the Italian peninsula.

The orography bordering the sea on both its sides strongly affects the local
winds. For our present purposes the relevant wind is the sirocco, often associ-
ated to slanting isobaths with respect to the main axis of the basin, but chan-
nelled along its main direction by the bordering mountain ridges. The long
fetch and the strong wind lead to heavy sea conditions in the Northern Adri-
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Fig. 1. Weather map re-elaborated
from handmade analysis published
in Fea et al. (1968). The basic me-
teorological fields refer to Novem-
ber 4, 1966, 00 UTC. Continuous
black lines: mslp, (contour interval
2 hPa). Coloured thin lines: pres-
sure tendency in 6 h (blue: posi-
tive; red: negative; contour interval
hPa/6h). Wind barbs in knots. Low
pressure centres: B; high pres-
sure: A. The green spots reproduce
reflectivity maxima of the meteo-
rological radar in Rome Fiumicino,
at 00:40 UTC, same day). The thick
line indicates the position of the
cold front at 12 UTC of the same
day (after Malguzzi et al., 2006).
The highlighted coastline borders
the Adriatic Sea. The open circle
shows the position of the oceano-
graphic tower (see Fig. 5), 15 km
off the coast of Venice.

atic and to strong storm surges that peak in front of the Venice littoral. (up-
per left in Fig. 1). The reader is referred to Pirazzoli & Tomasin (2003) for a
more detailed description of the main types of flow conditions that affect the
Adriatic area.

Indeed this was the case in the first days of November 1966 when, following
a deep tropospheric trough positioned over Spain, this started intensifying
very rapidly leading to cyclogenenesis and consequently, as the cyclone moved
to the Western Mediterranean, to strong southerly flow over the Adriatic, that
on the surface veered to sirocco all along this sea. Very few marine data is
available, also because the storm waves destroyed the final part of the jetties
bordering the three inlets to the lagoon with all the associated instruments.
The only tidal records locally available were in Venice itself. Compared to the
statistics derived from the previous data, recorded since 1872, the 1966 event
stands out dramatically, and it was variously judged (see Cecconi et al., 1999)
to have a return period between 150 and 300 years. Another remarkable de-
tail that highlights even further the exceptional character of the 1966 storm
is that the flood was entirely due to the storm surge, with actually a negative
contribution (=11 cm with respect to the present mean sea level) coming from
the astronomical tide.

3. The methodology followed during the study

All meteorological simulations have been started from ERA-40 data (ERA
is the ECMWF Re-Analysis, see Uppala et al., 2005), or have been produced
using the tools developed by the ECMWF ERA group. Aiming at a better
resolution than the related T159 truncation level corresponding to about
125 km resolution, Cavaleri et al. (2010) have repeated the analysis with T511,
corresponding to about 40 km resolution. They have used the 31R1 version of
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the ECMWF meteorological model, operational at the time when the experi-
ments were carried out. For both the considered storms, a sequence of analy-
ses was done at 12 h intervals, beginning ten days before the date of the storm
peak. Starting from each analysis, Cavaleri et al. (2010) have generated a se-
ries of ten day forecasts, still with T511, saving the model output fields at 3 h
intervals. Including the initial analysis fields, these forecast fields provide the
meteorological forcing to drive the surge and wave oceanographic models.

The surface wind fields thus obtained were typically underestimated.
An extensive discussion on the reasons for it is given by Cavaleri & Bertot-
ti (1997, 2006), who have developed a objective method, based on extensive
comparisons with satellite and buoy data, to correct the ECMWF wind speeds.
The procedure is independent on the specific storm and it is regularly applied
in the daily forecast operations.

The general circulation and sea level distribution on the whole Mediter-
ranean Sea, and in particular the surge in the Adriatic Sea, were estimated
using SHYFEM, a 3D finite elements model developed at ISMAR and used
here in its 2D version. SHYFEM is a shallow water, hydrostatic, primitive
equation model that runs on an unstructured grid. A complete description
of the model is given by Umgiesser et al. (2004). For the estimate of the wave
conditions the WAM model was used (WAMDI Group, 1988; Komen et al.,
1994), a well established third generation spectral model amply described in
the literature. For the purposes of this paper the tide results are reported at
the Salute tide gauge at the border of the Venice area. The wave results cor-
respond to the position of the oceanographic tower (Fig. 1), 15 km offshore,
on 16 m of depth.

4. Results for the storms of November 1966 and December 1979

Fig. 2 shows the 10 m wind fields over the Adriatic Sea at 12 and 18 UTC
of November 4. The intense sirocco wind blowing over the whole basin is
clearly represented, with peak wind speeds at 12 UTC, in front of Venice,
higher than 28 m/s. The wave conditions follow accordingly, and their peak is

(a) (b)

Fig. 2. Wind speed distribution at 10 m over the Adriatic Sea at (a) 12,
(b) 18 UTC November 4, 1966 according to the T511 ECMWF analysis.
Isotachs at 4 m/s interval (after Cavaleri et al., 2010).
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Fig. 3. The distribution of the wave
heights on the Adriatic Sea at 12 UTC
November 4, 1966 according to the
T511 ECMWF analysis. Isolines of
significant wave height at 1 m interval.
The maximum values are above 8 m,
just offshore Venice at the north-
western end of the basin (after
Cavaleri et al., 2010).

shown in Fig. 3. Offshore the northern coast, in the area with the highest wind
speed, the significant wave height Hs was estimated to exceed 8 m. This value
is fully consistent with the damage inflicted by the storm to the jetties.

Concerning the evolution of the storm, Fig. 2b shows the passage of the
cold front, as represented by the ECMWF analysis, over the northern part of
the basin, indicated by a sudden shift of the wind direction, associated with a
speed drop in the cold sector where the direction is from W-SW.

Fig. 4 shows the measured evolution of the sea level in Venice throughout
the storm, the modelled evolution using the ECMWF analysis wind fields and
the corresponding ECMWF forecasts, initialized using the 12 UTC data from
one, two, three, up to six, days in advance (for clarity I have not included in
this figure the results of the intermediate 00 UTC forecasts). Although un-
derestimated in the early phases of the surge and anticipated of a few hours
on the day of the peak, all the forecasts show clearly the expected surge,
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Fig. 4. Time history of the sea level in Venice according to recorded and model

data, the latter both as analysis and forecasts initialized at the indicated times.

Input wind fields according to the T511 ECMWF analysis. Time scale: days of
November 1966. Height scale in metre (after Cavaleri et al., 2010).
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usefully quantified up to day 5 in advance, with only a partial underestima-
tion from day 6. Note that Fig. 4 shows sea levels, which implies, for the men-
tioned phase difference between astronomical and surge peaks, that also the
timing of the peak of the storm was, for most forecasts, remarkably correct.

All this is highly positive and, as hinted in the Introduction, leads us to
believe that presently our forecast capability of floods is rather good, also in
case of a very severe or extreme storm. However, a careful analysis of the data
suggests some caution in such conclusion. In Fig. 4 I have shown the forecasts
issued on the base of 12 UTC data. Similar forecasts have been issued also on
the base of 00 UTC data, and in general they provide similar results. Howev-
er, there is an exception, and it is the forecast issued the day before the storm.
The tidal forecast issued at 00 UTC 3 November 1966 does not provide any
indication of a flood. This was a result of concern and it deserved a devoted
analysis.

To understand better the origin of this miss we need first to understand
the crucial role of the wind conditions in the upper part of the basin. The dif-
ficulty of a surge forecast is well exemplified in Fig. 5, where we see a section
of the sea level distribution along the main axis of the Adriatic at the time of
the peak of the surge. For a given surface stress, the increased spatial gradi-
ent with decreasing depth leads to the surge just in front of the Venice coast.
It follows that even limited differences of the wind field in this area, e.g. a shift
of the location of its maximum strength with a decrease of the wind speed in
the shallower area, can alter substantially the surge.

Having clear in mind the role of the wind in the upper part of the basin,
we can now go back to the wrong forecast issued 36 h before the 1966 event.
The interpretation of the nature—not of the cause—of the meteorological
forecast error is shown in Fig. 6. Here I compare the analysis wind field of
12 UTC November 4, the peak of the storm, with the corresponding forecast
started 36 h in advance. Clearly the forecast has anticipated the passage of
the cold front. A comparison with its actual position six hours later in Fig. 2b
suggests a time shift of about nine hours. The matter becomes clear when we
look at the distribution of the surge in Fig. 5. Due to the mentioned increase

200
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Adriatic Sea (km — from Venice to Otranto)

Fig. 5. Longitudinal section, along its main axis, of the sea level distribution
in the Adriatic Sea (see Fig. 1) at the peak of the flood at 12 UTC
November 4, 1966 (after Cavaleri et al., 2010).
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Fig. 6. Left panel: distribution of the 10 m wind field (analysis) over the Adriatic Sea
at 12 UTC November 4, 1966 (see Fig. 6a). Right panel: corresponding field
according to the forecast initialized 36 h in advance (after Cavaleri et al., 2010).

of the sea level spatial gradients with decreasing depth, and because of the
wind distribution (Fig. 2a), most of the surge was concentrated in the upper
part of the basin, in practice in front of Venice. The anticipation of the frontal
passage changed completely the wind speed and direction in this area at the
crucial moment when the surge was mounting. The result is the mentioned
drastic underestimate of the peak of the flood. This highlights how critical
the surge forecasts can be depending on small shifts in time and position of
the forcing fields. To a lesser extent because of their stronger dependence on
the overall field, also the wave heights showed locally a substantial decrease.
This was probably associated with the local breaking (steep waves moving in
shallower depths) and absence of direct forcing by wind.

The results for the storm of December 1979 are very similar, in that (Fig. 7)
there is a very good predictability of the flood till several days before the
event, without any example of wrong forecast.

5. Discussion and conclusions

The exercises described in the previous sections have shown that the
present state-of-the-art meteorological and oceanographic numerical systems
can predict the surge and the sea state in the Adriatic Sea during intense
storms till several days in advance. The positive results obtained in the case of
past storms, when the amount of data available was much lower than today,
is a strong support to such conclusion. Two pieces of evidence, and the results
discussed in this work, support this statement. The first piece of evidence
comes from Canestrelli & Zampato (2005), see also Bajo et al. (2007), who dis-
cussed statistics of the tide forecast system operational in Venice, and showed
that operational forecasts of “average” sea-state conditions issued two days in
advance are, in general, reliable. The second piece of evidence comes from
a study of the predictability of severe weather events that affect the Italian
peninsula. In fact, Grazzini (2006) showed that exceptional events as those
of 1966 and 1979 are associated with large-scale synoptic conditions that are
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Fig. 7. Time history of the sea level in Venice according to recorded and
model data, the latter as forecasts initialized at the indicated times.
Time scale: days of December 1979. Height scale in metre
(after Cavaleri et al., 2010).

easier to predict. The two cases discussed in this work support this conjecture.
Thus, although less intense sea conditions might be predictable only for up to
few days in advance, extreme cases associated with larger-scale synoptic forc-
ing, could be predictable with longer lead times.

Given the meteorological predictability, the corresponding oceanographic
one depends on the specific situation. In the case of the Adriatic Sea, and
also in a more general case, waves depend on the wind distribution over the
overall basin of interest. Therefore limited changes in the wind distribution
are likely not to have drastic consequences. This is not the case with storm
surges, the more so the shallower the water. Because most of the surge is con-
centrated in the lower depth areas, also limited variations of the wind field in
this zone could lead to large differences in the results.

An example is given by the wrong forecast issued on the base of the data
available on November 3, 1966. Comparing this situation to a similar miss
happened on the French-English coasts in October 1987, Cavaleri et al. (2010)
have tried to trace back the origin of the mistake. However, the kind and
structure of the data available for 1966 did not allow any conclusion. The rel-
evant question is if such a miss could happen also today, 44 years after the
Venice flood and 20 years after the failure of 1987. Cavaleri et al. (2010) tend
to think that the present enormous amount of data and the keen analysis of
their consistency done before and during the assimilation should exclude that
one or a few isolated wrong data can affect drastically the analysis, hence the
forecast.
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Mixing processes in coastal lagoons

Boris Chubarenko

Abstract

Different mechanisms of water mixing in coastal non-tidal lagoons are present-
ed. Main attention is paid to estuarine lagoons where mixing of marine and
river waters occurs. Baltic lagoons are used as examples.

B pabore npejcTaBA€HbI PAa3AUYHbIE MEXAHU3MBI II€PEMENIUBAHMSA, CYIECT-
ByIOII[ME B HEIIPEAUBHBIX 6Geperoppix AaryHax. OCHOBHOE€ BHUMAHHUE YJEAE€HO
OCTYapHBIM AAryHaM, KaK MECTY CMEIIEeHHs MOPCKUX M PEYHBbIX BoA. B Kkaue-
CTBE IPUMEPOB MCIIOAL3YIOTCSA IIPUMEPHI AaryH baATtuiickoro Mops.

1. Introduction

Estuarine lagoons are the arenas of permanent mixing of the marine and
river originated waters. Salinity and partly temperature are the main char-
acteristics of waters in a lagoon, which combination determine water density.
The transformation of these characteristics we may consider due to both me-
chanical steering/mixing of waters of different density (marine and fresh-wa-
ter intrusions, wave mixing, night convection, Langmuir circulation) and heat
exchange processes caused a change a water characteristics without mechani-
cal motion (evaporation and ice formation leading to an increase of salinity,
surface and internal heating, surface cooling lead to change in temperature).

The mixing process as the process leading to originating of waters with
intermediate characteristics we may consider in two aspects: (i) mechanical
exchange (steering) of considerable amount of water with given characteristics
by another one due to external forcing leading to formation of intermediate
spatially averaged characteristics, and, further, the (ii) proper mixing as a
final act of steering, when a water volume with individual characteristics be-
comes less than the sensor measured it (e.g. CTD sensor).
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Considering that all processes listed above lead to lose of initial characteris-
tics of water, all the time we have to remember that originally it were two types
of water (marine and river ones) which are experienced permanent transfor-
mation within the lagoon. This approach is based on experimental fact that
water characteristics in a lagoon vary not continues (liner change between
marine and fresh waters), but stepwise. And those compartments in a lagoon
with individual characteristics bordered by local frontal zone.

2. Horizontal steering

Horizontal or isopycnal movement of water occur in a lagoon under forc-
ing of external factors. Increase of water level outside a lagoon in an adjacent
sea area due to water level variations of different origin (local storm surges,
seiches, boundary waves, seasonal variations) leads to marine water intrusion
inside a lagoon volume. Permanent river discharge brings to lagoon volume
fresh waters, which usually less dense that lagoon waters and spread over
them.

2.1. Intrusions of saline waters into the lagoon

A lagoon and adjacent marine area is a typical system of linked volumes
connected with relatively narrow inlet. Due to natural inertia level rise outside
the lagoon immediately initiates marine water intrusion into the lagoon vol-
ume. The duration and intensity of this intrusion directly depends on dura-
tion and amplitude of level rise. Usually no-tidal level variations are of 1-24 h
and have an amplitude of an order of 10-100 cm. Smooth and weak intrusions
goes into the lagoon at the bottom layer, fast and intensive intrusion fills whole
volume of the inlet, pushes the lagoon water deep inside a lagoon and occupy
considerable area within the lagoon near its outlet. As level rise turns to drop,
the pressure gradient is disappeared, and lagoon more light water comes over
the dense and saline intruded water.

2.2. Freshwater input

Freshwater river discharge usually has no such fast variations as water level.
Only in case of huge local rain storm the discharge may increase dramatically
for short period. Usually seasonal variations of freshwater discharge cause
extension or shrinking of fresh water plume spreading over the more dense
lagoon water. This river water is a subject of gradual mixing near the river
mouth.

2.3. Horizontal circulation

Horizontal circulation in lagoon is caused by the wind influence. Some
parts in the lagoon volume are “more attractive” to originating of gyres be-
cause of favorable peculiarities of lagoon shape (widening of lagoon area or
local deepening). Existence of non-uniform currents field and gradients in
horizontal velocity originate significant velocity sheer stress producing hori-
zontal turbulence, which considerably ensure horizontal mixing.
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3. Vertical mixing

While horizontal mechanical motion (except horizontal turbulence) pro-
duces steering effect mostly, the proper mixing of water in a lagoon is ensured
by vertical exchange of momentum. Marine and fresh waters every time tends
to be in balance in terms of stratified structure. And, even the water within
this structure moves, the motion is isopycnal without tendency to mix, and
turbulence generated due to shear stress makes the mixing at the narrow
intermediate interface between stratified layers only.

The only active vertical mixing caused by wind waves and other mecha-
nisms indeed produces the waters of intermediate characteristics.

3.1. Wind-waves mixing

A lagoon as an open area is usually a subject of intensive wind influence.
Wind waves develop along the fetch and usually became limited by depth.
It means that whole water column is involved in wave motion, waves interact
with the bottom, and, that is the reason of wave breaking and producing of
turbulence, as well as the turbulence producing due to wave-bottom interac-
tion. The highest level of turbulence in the shallow environment is the main
reason of homogenization of water volume and vertical mixing.

3.2. Sheer stress turbulent mixing

Even the lagoon is a shallow water environment, the current structure is
usually 3-dimensional (Chubarenko & Chubarenko, 2003). Typical situation
(as in any limited volume water body) is that the compensative currents are
developed near the bottom while strong wind forces the upper layer water to
move in windward direction. As, the two layers vertical current structure oc-
cur, a velocity sheer stress in between these two layers is an internal source of
turbulence, which intensify the erosion of pycnocline if it is exist.

3.2. Night convection

Day-night cycle of heating and cooling is an important driving force for the
lagoon. While in an open sea daily thermocline is developed and eroded dur-
ing day-night cycle within the upper layer of order of 10 m, a lagoon which
typical depth varies within the range of 2-5 m is usually fully undergo to
this influence. This thermo-induced convection as much develop as salinity
stratification is weak. For example, for the conditions of the Vistula Lagoon
(average salinity is 3-4 psu) the change of temperature between day and night
of 5-10 degrees equivalent to a change of salinity of 1-2 percent, that is obvi-
ously may destroy the salinity vertical stratification in the lagoon.

3.3. Salinity increase due to ice formation

It is known that when water freezes most part of the salt remains in the
liquid water, while the very formed ice is almost fresh. The salt appears in
the upper layer make it more dense than down water, and intensive vertical
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convection has to be develop. Estimations for the Vistula lagoon show, that for
the typical winter conditions (water level is 5-10 cm below the mean climatic
level; the thickness of the ice is 30-40 cm), the ice formation may cause verti-
cal mixing and total increase of the lagoon water salinity wp to 9—11 percent on
average. For the extreme year (the lowest observed water level and the thickest
60 cm strong ice cover) it can makes up to 18 percent. Moreover, this effect
theoretically may lead to formation of more heavy water in the lagoon, than
in adjacent sea area, and gradient near-bottom outflows of the lagoon waters
in opposite to situation of upper layer outflow.

4. Langmuir circulations (Chubarenko I. et al., 2010)

The Langmuir circulation (LC) is the phenomenon widely observed both
in the ocean and in shallows. This process induces the vortical currents, which
grow in size, amalgamate into bigger and bigger rolls, occupying all the space
(depth) allowed by input energy. In shallow areas, the LC is limited by the bot-
tom depth, so, some equilibrium state is reached soon, with the diameter of
rolls prescribed by the local water depth. Observations show, that the picture
of windrows in shallow area becomes fully developed soon after the beginning
of the wind action (5-10 min). However, even in fully developed structure, the
rolls continue amalgamation/destruction process, which causes the formation
of the Y-junctions of 4 kinds at the water surface.

In the fully-developed picture of the windrows in a shallow basin, the most
probable are the rolls of regular circular shape (what is in full agreement with
Thorpe (2004), who termed them to be of “square shape”). The distribution
of the roll’ diameters has other obvious peaking values, where the ratio of
the horizontal roll’ diameter to the roll’ depth is 0.75, 1.2 and 1.4. In a whole,
78 percent of the roll’ diameters in shallow basin are in range 0.65-1.5 of
water depth.

Analysis of the motion of particles of different buoyancy in the LC showed
that they experience different forcing in the flow, get different accelerations
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Fig. 2. Sketch of a lagoon and schematic indication
of physical processes in it. (Chubarenko I., 2007).
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Fig. 3. Compartments within the Northern (Russian) part
of the Vistula Lagoon, the Baltic Sea (Chubarenko B., 2007)

and velocities, and finally describe different trajectories. Thus, the existence
of LC not just maintains sediments in suspended state and entrains the float-
ing material into the water body, but really mixes different fractions of them
by forcing different particles to follow different paths.

To sum up, we conclude that LC is a very important environmental phe-
nomenon, because it essentially influences the dispersion and transportation
of dissolved and suspended matter, especially in shallow basins.

Conclusions

Mixing mechanisms listed above are acting in the estuary lagoon perma-
nently. Its intensity depends on external forcing caused mostly by direct or
indirect wind action.

As the wind is the main reason of mixing, the synoptic and seasonal vari-
ability are the main scales of time variations of steering and mixing within a
lagoon.
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Action of different mixing mechanisms doesn’t fully mixed water within
the lagoon area. Usually, there are several compartments with quasi-homo-
geneous characteristics within them, which are bounded by frontal zone with
sharp gradients of characteristics.

Those compartments are attributes to the variations of morphometric char-
acteristics, like widening of the lagoon area, or deepening of it.

Existence of compartments in the lagoon area with quasi-uniform hydro-
logic structure is the basis of optimization of monitoring activity. Monitoring
stations should be located in the center of such a compartment.

Regionalization of a lagoon area, based on a compartment structure, helps
in development of simplified ecological models for a lagoon using the spatial
approximation considering these compartments.
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Modeling ice conditions in shallow-water estuaries:
the case study of the Neva Bay
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Abstract

To model ice conditions in the eastern Gulf of Finland a high-resolution three-
dimensional hydrodynamic model is coupled with the advanced sea ice model
HELMI (Haapala et al., 2005). To test the model in extreme situations the ice pat-
tern in the eastern Gulf of Finland was simulated for a mild ice-winter (2007-08)
and a moderate one (2003-04). To study the physical processes responsible for
the ice regime, the following runs have been performed for each year: (i) the run
on the assumption that the ice in the model domain is fast ice if the sea depth is
less than 10 m, (ii) the run with non-prescribed fast ice region, (iii) the run with
snow on ice surface in the case (ii). As shown, the model solution in the case (iii)
shows the best agreement with the ice thickness derived from ice charts.

C 11eABIO BOCIIPOU3BE/JEHHA A€JOBBIX YCAOBHH B BOCTOYHOH dacTu DUHCKO-
rO 3aAWBA TPeXMepHaA THAPOJUHAMUYECKAST MOZEAD BLICOKOTO pa3pemeHus
o6 beJuHAETCA C COBPEMEHHOH MOJeAblo MOpckoro Abga XEAMM (Haapa-
la u ap., 2005). JAg ucIpITAHHA MOJEAH A€JOBas 06CTAHOBKA BOCIIPOM3BE-
/A€HAa B ABYX ®KCTPEMAABHBIX CUTYAIIUsX: MATKOH 3umMbr 2007-2008 rr. u yme-
pennoii sumbr 2003-2004 rr. /IAs BHIACHEHUSA POAN PA3AMYHBIX IIPOIECCOB B
GOpPMUPOBAHUH AbJA, BRITOAHEHBI CAEAYIOIHE PACYETHI AAA KaKJOH U3 3UM:
(i) pacuyeT B TPEATOAOKEHHH O CYIECTBOBAHUH MPHUMAKHOrO AbJa JAA 06-
Aacteit Mops ¢ TAybuHoit Menbire 10 M; (i1) pacyeT, B KOTOpoM 06AaCTh IpH-
nas He npejInChIBAETCA 3apaHee, (iil) pacdeT co CHEroM Ha MOBEPXHOCTH AbJa
AAA caydad (ii). [TokasaHo, 9TO MOAEABHOE pENIEHHE B CAyUae (ili) coraacyercs
HAMAYYIIHM 00Pa30M C TOAITHHAMHU AbJd, OIIEHEHHBIMU U3 KapT A€Z0BOH 06-
CTaHOBKH.
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1. Introduction

Located at the north-eastern extremity of the Baltic Sea, the Gulf of Finland
(GoF) is an elongated estuary (length c. 400 km, width from 48 to 135 km)
with a mean depth of 37 m. The Neva Bay is an inner estuary of the Neva Riv-
er situated between the river mouth and Kotlin Island in the easternmost part
of the GoF (Fig. 2). The shallow-water Neva Bay (the mean depth is 3.6 m) is
separated from the GoF by the St.Petersburg flood protection barrier (FPB).
The salinity in the Neva Bay is almost always zero, and water masses are more
or less homogeneous with the exception of flood situations. Circulation in
the Neva Bay is driven by a strong river run-off with direct wind forcing and
water elevation gradient at the open sea boundary playing a key role in flood
situations (Voltzinger et al., 1990). The hydrodynamic regime in the eastern
GoF is strongly changed when ice appears. The average freezing date is De-
cember 1 in the Neva Bay, and the last drift ice floes have typically melted by
May 1. Ice formation and melting influence the stratification of water masses.
Thick ice damps the momentum transfer from the wind to the water body.
Circulation becomes weak as it is forced only by the boundary fluxes at the ice
edge (Leppidranta, 2005).

The first modelling studies of the circulation in the Neva Bay were bas-
ed on the two-dimensional shallow-water approach (Rukhovets, 1982, An-
drejev & Sokolov, 1989, Voltzinger et al., 1990, Klevanny & Smirnova, 2002).
Despite the Neva Bay being a shallow basin, the shallow-water approach does
not describe the vertical structure of currents and stratification during storm
surges. The first 3-D studies of the Neva Bay circulation (Menshutkin, 1997,
Korpinen et al., 2003) were based on simplified circulation models and im-
plemented on coarse grids with resolution of 250 and 500 m, respectively.
The restrictions were overcome in a 3-D model of the Neva Bay developed by
Ryabchenko et al. (2006) and based on the o-coordinate model of Princeton
University (Blumberg & Mellor, 1987).

None of the above-mentioned models have any snow-ice cover model, and
therefore they cannot be used in winter conditions. A further development
of the Neva Bay model of Ryabchenko et al. (2006) was undertaken to couple
it with an ice cover model. The coupled water circulation and sea-ice model
will be described here. The sensitivity of the model solution will be studied
relative to the assumption of existence of fast ice, presence of snow on the ice,
presence of heat sources (warm waste waters) in the Neva Bay, and the tem-
perature of the Neva River.

2. Model, simulations and validation data
2.1. Sea-ice and snow models

The Neva Bay model described in (Ryabchenko et al., 2006) was modified
in two main respects. Firstly, it was coupled with the multicategory sea ice
model HELMI (Haapala et al., 2005), and secondly, snow cover was intro-
duced in the model HELMI. The sea-ice model HELMI resolves ice thickness
distribution, i.e. ice concentrations of variable thickness categories, redistri-
bution of ice thickness due to deformations, thermodynamics of sea ice, hori-
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zontal components of ice velocity, and internal stress of the ice pack. The re-
distribution function of ice categories due to deformations is dependent on
ice thickness, concentration and the strain rates (Thorndike et al., 1975).
The following assumptions of the deformation processes have been made:
(1) deformed ice is generated only from undeformed ice categories, i.e. rafted
ice 1s not deformed further, (i1) cross-over thickness determines whether the
undeformed ice is rafted or ridged. This assumption is based on the Parm-
eter (1975) law and on field observations. It is also assumed that the thinnest
15 percent of the ice categories experience deformation (Thorndike et al.,
1975). Further assumptions based on field observations (Kankaanpii, 1997)
are that shear deformations are not taken into account, and that the shape
and porosity of the ridges are constant. Ice motion is determined by the time-
dependent momentum balance equation, which takes into account the Co-
riolis acceleration, wind and water stresses, the sea surface tilt term, and the
internal stress. The internal stress of pack ice is calculated according to the
viscous-plastic rheology (Hibler, 1979), but in contrast to two-level approach,
ice strength is parameterized according to dissipation of kinetic energy in
ridged ice build-up (Rothrock, 1979).

Snow cover model. The snow cover on the ice category j is introduced
as a layer of thickness i . According to Leppiranta & Myrberg (2009), the
thickness of snow increases by precipitation and decreases for three differ-
ent reasons: surface melting, compaction, and the formation of slush, which
further transforms into snow ice. Taking into account that snow ice thickness
does not exceed 20-25 percent of congelation ice, we neglect here the proc-
esses of snow compaction and slush formation and consider that changes in
snow thickness are due to the processes of precipitation and surface melting.
It is also assumed that precipitation in the form of rain falling on the ice
cover flows down into the sea water. Changes in snow thickness due to melt-
ing as well as the temperature of the snow cover are determined from the
surface heat balance equation. The heat flux in ice is determined using the
assumption that changes of temperature in the snow-ice cover are quasi-
stationary. The freezing point temperature is calculated as a function of sea
water salinity at the sea surface using an empirical formula. The shortwave
radiation, the outgoing long-wave radiation, sensible and latent heat fluxes
are parameterized according to Parkinson & Washington (1979) as func-
tions of cloudiness, the difference between near-surface air temperature
and ice cover surface temperature, near-surface relative humidity and wind
velocity.

2.2. Model configuration and forcing

Model domain and grid. The model domain covers the Neva Bay itself as
well as a part of the external estuary from the FPB to the meridian of the
Zelenogorsk (Terijoki). A curvilinear grid was built in such a way that the
maximal resolution would be situated within the Neva Bay. The steps in
X-direction (from west to east) and in Y-direction (from south to north) were
from 75 to 990 m and from 60 to 440 m, respectively. The number of o-levels
was 7. The configuration of the FPB is set in the model as it existed in the
investigated periods of 2003—-04 and 2007-08: all water-way gates are open,
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the southern navigation pass is open, and the northern navigation pass is
closed.

Atmospheric forcing. The coupled model is driven by atmospheric forc-
ing and boundary conditions for hydrodynamic and ice characteristics at the
lateral and bottom boundaries of the model domain. Prescribing atmospheric
forcing at the open water/ice surface principally follows recommendations by
Parkinson & Washington (1979). The heat flux at the ice-sea boundary is pro-
portional to the difference between the seawater temperature at the top level
of the model and the freezing temperature at the lower edge of ice, and to the
magnitude of the difference between ice drift and current velocities. The salt
flux at this boundary is calculated from the rate of ice growth or melt. The sea
ice salinity is taken to be equal to zero.

Open boundary conditions. At the eastern boundary of the model domain, the
current velocities are prescribed in the branches of the Neva River using the
total river transport and its relative distribution over the branches. Constant
temperature over the river cross-section is also prescribed using available ob-
servation data, salinity is taken to be equal to 0, and a non-flux condition is
used for ice mass. At the western boundary, water level changes are assumed to
be zero. Current velocity as well as velocity and mass of ice are calculated from
the radiation condition of Orlanski (1976). For temperature and salinity the
radiation condition is used for outflow currents, and distributions typical for
the winter are prescribed for inflow currents.

Solid boundary conditions. At the sea bottom the vertical component of cur-
rent velocity is equal to zero and no-flux conditions are specified for heat and
salt. The bottom friction stress is parameterized as a function of the horizontal
velocity at a model level nearest to the bottom. At the solid lateral boundaries
no-slip condition for horizontal current velocity, slip condition for ice velocity
and no-flux conditions for heat and salt fluxes are specified.

2.3. Reference simulations

The coupled water circulation and sea-ice model with exclusion of snow
on ice was used to simulate two wintertime situations: the moderate ice win-
ter 2003-04 and the mild ice winter 2007-08. The present set-up of the ice
model predicts the evolution of five undeformed and two deformed ice cat-
egories. Deformed ice is divided into separate categories of rafted and ridged
ice types. Fast ice is solid ice and it remains immobile apart from very early
and late stages of the ice season. On average, the outer boundary of the fast
ice zone lies at the 10 m isobath in the Baltic Sea (Leppdranta & Myrberg,
2009). In the reference runs the ice is always considered as fast ice if the sea
depth is less than 10 m.

The meteorological forcing (wind speed and direction, air temperature,
relative humidity and cloudiness) was assumed to be uniformly distributed
with values taken from the station “Saint-Petersburg”. Data on precipitation
were not available. Precipitation was therefore taken from NCEP reanalysis
(Kalnay et al., 1996). The model starts from zero current velocities, the ab-
sence of'ice in the region, and with initial temperature and salinity taken from
available observations. Because of lack of detailed data on the inter-annual
variability of temperature and salinity, it is assumed that the initial fields of
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them are the same for the winters of 2003-04 and 2007-08. Distributions
of temperature and salinity at the open western boundary were constructed
from their initial distributions.

The discharge of the Neva River and its temperature during the wintertime
period were taken from 10-day means of climatological data for 1980-2000,
being the same for the winters of 2003—-04 and 2007-08. According to the
data above, the temperature of the Neva became less than 0.2 °C in the last
ten-day period of November and became greater than 0.2 °C in the first ten-
day period of April. In reference runs the temperature of the Neva during the
winter period (December—March) was set as 0.0 °C.

2.4. Ice observations

The comparison between the model and data as well as the description of
the changes in ice conditions in the Neva Bay are based on an analysis of ice
charts produced daily by the North-West Hydrometeorological Centre, Rus-
sia. The charts describe various ice types. The source information for manu-
ally produced contouring is the SAR-images of NOAA satellites. In addition,
the maximum and minimum values of ice thickness for different regions oc-
cupied by ice are given on the charts. Within the Neva Bay, as a rule, only one
such region can be distinguished. In the next section these estimates will be
compared with model ice thickness averaged over the Neva Bay.

3. Results
3.1. Reference runs

The model simulates well the appearance of ice in the mild winter of 2007-
08, but in the moderate winter of 2003-04 an ice appears in the model 10 days
earlier than shown by observations (Fig. 1). In the period of ice growth (De-
cember to mid-March) the model fits well the maximal observed ice thickness
in 2003-04, but overestimates them in 2007-08 by 15-20 cm. In the model,
ice disappeared by April 28, 2008 and by May 8, 2004, whereas in reality
the disappearance of ice occurred almost 3 weeks earlier for both winters.
The above discrepancies can be explained by the absence of snow on the ice
surface in the model, while in reality there was snow on the ice, which made
the ice growth relatively slow. Additionally, according to ice charts, there was
practically no fast ice at all in the Neva Bay during the mild winter, but the
ice drifted due to the existence of polyniyas. When there is no fast ice, the as-
sumption of fast ice may also lead to an incorrect description of the periods of
ice formation in the autumn and ice melting in the spring. One more reason
for the discrepancy between modelled and observed ice thicknesses is the
non-representativeness of the climate data on the Neva River water tempera-
ture during the mild winter 2007-08. Finally, there are heat sources within
the Neva Bay, which can also influence the ice formation. The above reasons
will be studied in Section 3.2.

Modelled sea ice thickness distributions in 2004 and 2008 are shown in
Figs. 2a and 2b, respectively, for the period when sea ice thickness was maxi-
mal in the Neva Bay. In the fast ice region, the maximal difference of the sea
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ice thickness is about 25 cm in both cases, and it is regionally rather uniform
with a decrease in the vicinity of the Neva mouth. The difference in sea ice
thickness is due to the differences in the surface energy balance, and since
the atmospheric data were assumed to be regionally uniform over the model
domain, the sea ice thickness in the fast ice region is also rather uniform.

In the drift ice region the situation is rather different when the years 2004
and 2008 are compared. In the winter 2004 the thickest ice was located near
the northern coast of the GoF, but in the winter 2008 the thickest ice was
also found on the south-eastern side of the drift ice region (Fig. 2). This can
be explained by differences in the wind direction during these two winters.
In the winter 2007-08 the frequency of winds from western directions during
the period of ice formation (December 15—]January 10) favoured increasing
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Fig. 1. Ice characteristics averaged over the Neva Bay in different runs: (a) ice thickness
in the winter 2003-04 in the cases of fast ice assumed (the reference run, curve 2), with-
out the assumption of fast ice and ice without snow cover (curve 3), without the assump-
tion of fast ice and with snow cover on ice (curve 4), curves 1 are estimates of maximum
and minimum ice thickness from ice charts (see Section 2.4), (b) ice thickness in the
winter 2007-08 for the same cases, (c) snow thickness (curve 2) and ice concentration
(curve 1) in the winter 2003-04 in the case without the assumption of fast ice and with
snow cover on ice, (d) the same as fragment ¢ but for the winter 2007-08.
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ridged ice on the south-eastern side of the drift ice region. In the winter
2007-08 the frequency was 61 percent, whereas in the winter 2003—04 it was
only 45 percent. As a result, by the end of December near the northern coast
of the GoF ridged ice was formed in both winters at the boundary between
the fast ice and drift ice regions, but on the south-eastern side of the drift
ice region ridged ice appeared only in the winter 2007-08. During the both
winters winds were weak (0—4 m s™) in the period of January 11-March 15.
In this period the frequency of winds from western directions was 69 percent
in the winter 2008, and only 32 percent in the winter 2004. This favoured the
further growth of ridged ice on the south-eastern side of the drift ice region
in 2008, but did not lead to the formation of ridged ice there in 2004.

The thick ridged ice production in the model is related to non-uniform
ice motion, and the largest ice motion gradients and ridged ice production
rates are usually located between the fast ice and drift ice regions. However,
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Fig. 2. The modelled ice thickness (m) distributions in the model domain in the

case of fast ice assumed without the allowance for heat sources within the

Neva Bay: (a) on March 15, 2004 and (b) on March 15, 2008. Dark line is the

boundary between fast and drift ice. Ice drift velocities (not shown) did not ex-
ceed 0.1 mms™.
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the easternmost part of the GoF, cannot be considered to be a fast ice region
during the entire winter since, according to the ice charts, rafted and ridged
ice types are observed in these areas. A description of mechanism of ridged
ice production in the case of removing the assumption of a fast ice region will
be given in the next section.

3.2. Sensitivity studies

Sensitivity runs have been carried out to study the effects of different fac-
tors on the ice cover: removing the assumption of fast ice, snow cover on ice,
heat sources in the Neva Bay, and changes in the water temperature of the
Neva River.

Removing the assumption of fast ice. In reference runs the ice in the model
domain was assumed to be fast ice if the sea depth was less than 10 m. Accord-
ing to this assumption, the ice was fast ice during the whole ice season eve-
rywhere within the Neva Bay, with the exception of a narrow zone above the
shipping canal, where the bottom depths exceed 10 m. Without this assump-
tion the modelled ice thickness is in a better agreement with the data during
the periods of ice formation and ice melting. The modelled ice thickness (av-
eraged over the Neva Bay) in this case turned out to be smaller than in the ref-
erences runs during the period of ice formation (Figs. 1a, 1b). During the rest
of the ice period the ice thicknesses are rather close to each other in the runs
compared. The ice disappears completely 5 days earlier than in the reference
runs during both the winters. Without the assumption of a fast ice region,
heat exchange with the atmosphere happened through both the ice cover and
open water, leading to a decrease in the ice growth. When this assumption is
used, initial ice formation leads immediately to a fully ice-covered region with
the transfer of atmosphere-sea momentum flux disabled, and reduced verti-
cal mixing and strengthened vertical stratification reducing ice-sea heat flux.
Although ice in the Neva Bay is immobile for most of the winter, the ice will
drift in the early winter when it is thin, and hence the model without the as-
sumption of fast ice more realistically simulates the evolution of the ice.

Effects of snow cover. Introducing snow on ice in the model—without the
assumption of fast ice—significantly decreases the modelled ice thickness
in both the winters (Figs. la, 1b), this effect being stronger in the moderate
winter 2003-04 because of a thicker snow cover (Cf. Figs. lc, 1d). The mo-
delled ice thickness fits well the observed minimum values in the winter
2003-04, excepting 5 cm underestimation of the observed maximal value of
ice thickness (2, ) in March. This underestimation may be connected with
the fact that in our snow model the snow ice is not allowed for. According
to Leppdranta & Myrberg (2009), the snow ice thickness can be as much as
30 percent of snow thickness so that in our case the total ice thickness could
be 35+10=45 cm at the maximum, this fitting well with observations. In the
winter 2007-08, the model overestimated ice thickness in January—March by
10 cm, the modelled h, and complete disappearance of ice being reached
2 weeks later than shown by observations. Possible reasons for these discrep-
ancies are connected with regular thaws in 2008. They favoured decreasing
of snow thickness, the minima of which were reached on January 30, Februa-
ry 22, March 9 and 24 (Fig. 1d). During these thaws the temperature in the
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Neva River could be higher than its climatic values used in the model, and
this, as will be shown later, would lead to decreasing ice growth.

The modelled spatial distributions of ice thickness on March 15, during
the period of its maximal values, are different in moderate and mild winters
(Fig. 3). In the moderate winter, the southern winds in mid-March led to ice
drift to the north, and increased ice thicknesses. Rafted and ridged ice occur
along the northern coast of the model domain in both the Neva Bay itself
and outside of it, before the northern part of FPB, near the southern coast of
Kotlin Island. The increased ice thickness regions along the southern coast
of the model domain are absent. In the mild winter, weak winds from north-
ern directions prevailed in the same period (mid-March) and the increased
ice thicknesses occurred along the northern and southern coasts in the Neva
Bay, near the southern coast of Kotlin Island, behind the northern part of the
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Fig. 3. The modeled ice thickness (m) distributions and ice drift velocity fields

in the model domain in the case without the assumption of fast ice and with

allowance for snow on ice surface: (a) on March 15, 2004 and (b) on March

15, 2008. Isolines are ice thicknesses of 0.5 and 10 cm. White arrows are ice

drift velocities. The scale of ice velocity in fragment a is 10 times greater than
in fragment b.
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FPB in the GoF. Near the northern and easternmost coasts of Kotlin Island
within the Neva Bay, there were regions of thin ice (less than 5 cm thickness)
looking like polynyas. It is notable that ridged ice was produced in the model
by the redistribution process of thin ice to thicker ice categories. Redistribu-
tion depends on the ice velocity gradients. The gradients are largest in the
coastal zone. In the GoF, sea ice drifts towards to the coast in almost all wind
conditions, and hence any variations in wind direction and speed have a large
impact on the spatial distribution of ridged ice production.

Effects of heat sources. Heat sources in the modelled area consist of warm
waste waters coming into the Neva Bay at release points. The total waste wa-
ter discharge at release points was 28 m® s, i.e. only 2 percent of the river
discharge of 1,500 m® s'. The temperature of waste waters, as measured at
waste water treatment plants (WWTPs), was about 16 °C in the winter seasons.
However, temperatures at the release points, located at the distance of sev-
eral kilometers from WWTPs, are not measured. In this situation reasonable
values of the temperature were assumed at the release points: 16 °C in the
mild winter, when mean winter air temperature was about +1 °C, and 3 °C in
the moderate winter, when air temperatures reached —20 °C. If all the heat
were spent on ice melting, the heat sources acting for a month could lead to a
melting of 80 and 15 km?of ice with a thickness of 20 cm (24 and 4.5 percent
of the Neva Bay area of 329 km?) at heat source temperature of 16 and 3 °C,
respectively. In the case of heat sources in the Neva Bay, polyniyas arise in the
vicinity of release points, the sizes of these polyniyas being larger in the win-
ter 2007-08. Allowing for heat sources weakly affected the mean ice thickness
in the Neva Bay with maximal changes of 2 and 7 cm, respectively, in the
winter 2003-04 and 2007-08.

Changes in the Neva River temperature. The temperature in the Neva River
in winter periods is usually about the fresh water freezing temperature of
0 °C. The Neva River is typically covered by ice, and thus there are no tem-
perature measurements. At the same time, in the beginning of ice growth as
well as during the period of ice melting, the water temperature may differ
from 0 °C. An increase of 0.1 °C in the river temperature is equal to a heat flux
of 630-10° W at the winter river discharge of 1,500 m® s~ so that the heat flux
averaged over the area (329 km?) of the Neva Bay is only 2 W m2. This value
is small in comparison with heat fluxes averaged over the ice cover surface,
which can reach values of 80 W m™ during the winter period and average
20-30 W m™. Nevertheless, in periods when the difference between air and
water temperatures is not great, heat fluxes due to river water warming can
significantly influence the ice growth locally, especially near the river mouth.
Such changes reaching 10 cm were obtained in the model run performed on
the assumption of a specified fast ice region, and differing by 0.1 °C in the as-
sumed river temperature.

4. Summary

To model ice conditions in the eastern Gulf of Finland a high-resolution
three-dimensional hydrodynamic model is coupled with the advanced sea ice
model HELMI (Haapala et al., 2005). To test the model in extreme situa-
tions the ice pattern in the eastern Gulf of Finland was simulated for a mild
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ice winter (2007-08) and for a moderate one (2003—-04). The reference runs
were performed on the assumption that the ice in the model domain is fast
ice if the sea depth is less than 10 m. Using this assumption, the ice thickness
averaged over the Neva Bay (the easternmost part of the Gulf of Finland) is
overestimated by the model for almost the entire wintertime in the mild win-
ter and during the ice formation and melting periods in the moderate winter,
as compared with the thickness reported in ice charts.

For both winters, the model solution without the assumption of a fast ice re-
gion is in better agreement with averaged ice thicknesses from ice charts dur-
ing the ice formation and ice melting periods. The addition of snow on the ice
surface in the model without a fast ice region led to a significant decrease of
ice thickness during the entire wintertime period for the moderate winter, so
that the model agrees well with the ice thickness estimated from observations.
At the same time, the decrease of ice thickness in the mild winter turned out
to be not strong enough, and the model overestimated the observed ice thick-
ness in the Neva Bay in January—March by about 10 cm. We will show that
possible reasons for this are heat sources (warm waste water) within the Neva
Bay and uncertainties in the assumed river temperature.

In the case of no fast ice region and snow on ice, the model correctly simu-
lates the spatial distribution of ice thickness seen on ice charts for the mild
winter. Despite the absence of irregularities in wind forcing—which was as-
sumed to be homogeneous over the model domain—the modelled ice thick-
ness distributions included meso-scale features such as the ridged and rafted
ice regions with increased ice thickness, and the regions of small ice thick-
nesses having a resemblance to polyniyas.
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Systems of stratified currents and mass-exchange
in the near-mouth regions, bays and in the basins
with complex bottom relief

Boris Samolyubov

Abstract

This report includes the results of theoretical and natural investigations of the
systems of stratified currents developed at different depths and interacting to
each other. The goal of the investigations is extraction of such systems types
and revelation of masse-exchange mechanisms between the flows in the system.
On the base of analysis of many years measurements in 11 lakes and reservoirs
there were revealed 8 types of systems of stratified currents. The results of these
systems investigations are considered for the near-mouth regions, bays and for
the basins with complex bottom relief.

Pabora BKAIOYAET PE3yABTAThI TEOPETHUECKUX M HATYPHBIX UCCAEJOBAHMI CH-
CTeM CTPaTHPHITHPOBAHHBIX TIOTOKOB, PA3BUBAIONTUXCA Ha PA3HBIX TAYOMHAX
U B3auMoJeHcTByIomux Mex Ay coboii. Ha 6ase anaansa JaHHBIX H3MEPEHUH
B 11 03epax U BOJOXPAHUAUIIAX BBIABACHO 8 THUIIOB CUCTEM CTPATHPHUIIUPO-
BAHHBIX TeYeHUH. Pe3yAbTaThl HCCAEAOBAHUI DTHX CUCTEM PACCMATPUBAIOTCS
NPUMEHUTEABHO K TTPOIleccaM, XapaKTePHBIM JAA TPHYCThEBBIX 0OOAACTElH, 3a-
AHMBOB M 6aCCEHHOB CO CAOKHBIM PEABEPOM AHA.

1. Introduction

Water dynamics and diffusion of admixtures in coastal zone, lakes and res-

ervoirs are extensively determined by the development of systems of strati-
fied currents. System of currents is a complex of flows moving at different
depths from the bottom up to the open surface and interacting with each
other. These systems consist of near bottom flows, jets, and other streams
(Fig. 1). They are studied for the solution of several fundamental and applied

problems of geophysical dynamics, including ecological ones (Boegman et al.,

2008, De Cesare & Boillat, 2003, Michioku, 1993; Samolyubov, 2007). The
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purposes of this study are: (1) extraction of types of such systems of currents,
(2) exploration of the peculiarities of the transformations of velocity distribu-
tions and the parameters of the water composition; (3) revelation of massex-
hange mechanisms between the flows in the system; (4) the advancement of
mathematical models of systems of currents and of the transport of admix-
tures in these currents.

2. Classification of systems of currents

On the base of analysis of many years measurements in 10 lakes and reser-
voirs there were revealed 8 types of systems of stratified currents. Classification
of such systems was made taking into account their composition. There were
discovered that this classification was possible only by types of the currents.
This is stipulated by the wide diapasons of the hydrodynamic parameters of
the flows ingressed in the system (including stratification stability; admixture
activity; water exchange intensity; extent, power and velocity of current prop-
agation). Thus, the distance of propagation of the investigated currents dif-
fers between 3—64 km, current velocity—3-40 cm/c, water density difference
in the flow and above it—from 2:10-°-5-10~* g/cm?®, flow height—3-30 m.

There were singled out 8 types of the systems of stratified currents. These
systems were registered at 20 crossings and temporal stations in different hy-
drological and meteorogical conditions at the lakes Teletskoe, Onega, Iman-
dra and at the reservoirs Mozhai, Ruza, Ozerna, Istra, Vazuza, Ivankovo and
Nurek. The systems are introduced on the basis of the frequency of appear-
ance.

(1) Density current—intermediate jets—flowing and drift currents.

(2) Density current—flowing and drift currents.

(3) CGirculating current (in plain and in depth) induced by the wind—interme-
diate jets—currents, induced by internal seiches in the presence of the density
current and without it.

(4) Density current—circulation induced by the wind.

(5) Near-bottom density current—currents, induced by internal seiches.

(6) Jet in thermocline—circulating current—density current.

£ U Uy
Fig. 1. The overview of profiles of current H :
velocity U—1, 2, 3 and water density difference 7 | i
0p—4 in the system of currents over the ™oy !
entire depth H from the bottom up to the
open surface. Symbols: 1—density current — _ | __\ s Ge3QHHLIA TepMoKnY
U,at z<z  and flow-drift current at z=z +H, Z, |
2—near-bottom reversing current u(z) at z<z ,
3—intermediate jet U. Hights h, z , z , H !
correspond to maxima of current velocities !
U, U, U,; z—the level of lower boundary of 74N B S (R
the jet-type part of density current (hight of A L :
reversing current). Here U =U(z ), U;=U(z,). hm Eomommeme Ao fimimime 2 i
H 1
Uy, u, U, U
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(7) Density current—the flow caused by water surface level changes.
(8) Circulating current—flow ascending along the bottom slope, generated by
gravity jet down-warded from the cupola-shaped thermocline.

There were established the following mechanisms of energy- and massex-
hange between the flows in the revealed systems of currents. 1. The direct
and stepped transfer of pulse induced by internal wave from near-bottom cur-
rent to intermediate jet. This mechanism is typical for the systems of types 1,
3, 6, 2. Turbulent transfer of the pulse from the near-surface current to the
near-bottom flow through the high stable thermocline due to the valve gear
(Ozmidov, 1997) in combination with the wave energy transfer (Samolyubov,
2007). This mechanism is typical for the systems of types 2, 4, 5, 7. 3. Tur-
bulent entrainment, leading to the confluence of the jets and near-bottom
currents. This mechanism is typical for the systems of types 1, 5. 4. The am-
plification of the current in the near-bottom branch of circulation under the
near-bottom stratified current action. This mechanism is typical for the sys-
tems of types 4, 6, 7, 8.

3. Systems of currents above a complex bottom relief

One of the most complex systems of currents was discovered in our in-
vestigations at the Teletskoye Lake in 2003-06. With application of gagging
equipment the detailed profiles of current velocity, temperature, concentra-
tions of suspended sediments, dissolved salts; oxygen and chlorophyll-“a”
were drawn at the crossings and at the term stations. There were revealed
mechanisms of the near-bottom and intermediate current development in-
cluding the underwater jets lowering along the dome of the thermocline
(Fig. 2) (Samolyubov, 2007, Samolyubov & Kirillov, 2005).

The stratification of waters is mainly thermal (Selegei & Selegei, 1978).
The development of systems of near-bottom, jet, and flow-drift currents and
the transport of admixtures from the underwater threshold that divides the
deepwater (depth up to 325 m) and shallow (depth up to 38 m) parts of the lake
was examined.

The range of currents propagation towards the Biya River source in the
shallow part (right at Fig. 3) is characterized by a complex bottom relief.
On the crossings with a distance of 11.5 km and a step by depth of 0.5 m, pro-
files of velocity, temperature, and concentrations of salts and oxygen, as well
as the velocity and direction of the wind were recorded at this part of the lake.
The velocity U profiles from the first underwater sill on the left (Fig. 3), above
it, and behind it, contain near-bottom flows, intermediate jets, and flow-drift
currents. The measurements at the crossing introduced at Fig. 4 were carried
out on August 8, 2006. The profiles of water density are characterized by basic
maxima of gradient d_p in picnoclines at depths of 7+1.5 and 12+2.4 m.

These results, compared with those from July 22, 2003 and July 27, 2004,
are characterized by stratification stability (De Cesare & Boillat, 2003). Ac-
cording to the data of 2003, 2004, and 2006 the average, along the crossing,
differences of densities of surface and near-bottom waters and Richardson
numbers Ri, =gApz_[pU? for the near-bottom flow at station I were dp =2, 4.4,
and 5.2x1£4 g/cm® and Ri =0.4, 0.8, and 1.3, where g is gravity, z is flow
thickness, Ap is the difference of densities of waters within and above the flow,
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Fig. 2. The scheme of stratified currents at the longitudinal crossing of the Te-
letskoye Lake. Designations: 1-5—vectors of velocities: (1) circulations, gen-
erated by the development of the longitudinal thermobar; (2) upwelling in re-
gion of the circulations convergence; (3) gravity thermally stratified currents,
especially active at the spring season, previous the time of our measurements;
(4) inclined stratified jets, streaming down along the dome of the thermocline
to the southward and northward (towards the Chulishman river mouth and Biya
river source); (5) The main inflow in the lake and outflow from it; (6) seasonal
thermocline; (7) bottom relief.

Source of Biya River
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epilimnion

Depth, m
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Deapwater part of the lake Shallow part of forming of
hefore the underwater sill outflow from the lake
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Fig. 3. Schematic distribution of water masses and currents in Teletskoe lake

in region of transfer from the deep part to the source of Biya river. Symbols: (1),

(2) thermocline and its oscillations under the action of internal seiches; (3) os-

cillations of isotherms T=4-5 °C under the action of internal seiches; (4) flow-

drift current; (5), (6) slope stratified, intermediate jets; (7) near-bottom density

current; (8) reverse gravity flow by the density current incomplete detachment
from the bottom.
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and U is the vertically average current velocity. The recorded currents were
transformed in relation to the heterogeneity of the field structure of the water
density and bottom relief. The main transformations are the gravity of the
near-bottom current on the slopes, the confluences and divisions of two inter-
mediate jets in the thermocline region, and also an intensification of the flow
current in the final part of the section near the source of the Biya River.

The curves U(z) in Fig. 4 are plotted using a modification of the theory
from (De Cesare & Boillat, 2003) by the averages of the superposition of veloc-
ity profiles of currents, which are a part of the system.

The characteristic levels conforming to the height of the near-bottom cur-
rents, maximums of velocity of flow, and the jets are recorded on the first
vertical (at x=0). The theoretical velocity distribution was obtained using the
regularities that determine several key parameters of the near-bottom, jet,
and flow-drift currents. For the near bottom current there were obtained
the expressions of the entrainment function and of current velocity on its up-
per boundary. The proportionality of current thickening 9 z and bed slope
common for gravitational streams occurs only at precritical slopes (with a
slope less than 0.016).

At extra-critical slopes, the relationship d z and is acquired a weaker loga-
rithmic character. This is explained by a velocity decrease and, according-
ly, the intensity of turbulent exchange on the steep slopes. A corresponding
expression for flow thickening 9 z , analogous to that entrainment function
En=17716x(z“(7) at ZMUJGVU << 0z, appears

=

XTu

0,044i,|i.| <0,016
{ )

0,08In(i +0,02), 0,016< | i | <0,024

The velocity of the upper boundary of the density flow U,=U(z ) depends
on the velocity profile of the flow current (from the lake to the Biya River),
which in turn is under the influence of the stratification stability.

According to the measurement data analysis, the main factor resulting in
changes of the value U, is the stability of the water mass to wind influence.

2 5p/p-107% 2 5p/p-107%
10 FaT

2 sp/p-107*

2 gpip-107* ) 2 sp/p-107* ) sprp-107?

ol <2

Fig. 4. Vertical distributions of current velocity U—1 and water density changes with
depth from the water surface toward the bottom 6p/p—2 on the longitudinal-axial sec-
tion in the latitudinal part of Teletskoe Lake (August 8, 2006).
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This stability is characterized by the full Richardson number Ri,=gAp, H / pU?
where Ap, =1 _ | ,0|Z _nosw H is the depth, U, =@, /p)'* is the friction
speed at the water-air interface, 7, =p, C,,U | U, | is the friction stress,
p,=1.2x107 g/cm’ is the air den51ty at T=20 °C and atmospheric pressure,
C,,=1.7x107 is the friction coefficient, and U is the wind speed at 2 m above
the water surface. Variations of U,=U(z ) are defined as

Uy, =U,exp(1=(Ri,/ Riy) @

according to which an increase of the stratification stability to the wind influ-
ence leads to an energy exchange decline in the flow-current and its veloc-
ity decrease near the bottom. Here and below, the subscript 0 indicates a
parameter value at the first station (at x=0). Taking into account (1) and (2),
the distribution of the average velocity of the density flow Ulx) by the model
from (Samolyubov, 2007) was obtained. By the theoretical values of U the
maximal velocity of the near-bottom current U the main part of the crossing
the approach of the quasi-invariance of the velocity defect D =U / U =1.2 was
satisfied. This regularity was disturbed in the final part of the section only
(x=9-11.4 km), when the jet current passed ahead the near-bottom current
so strongly that the vertical velocity gradient in the layer of near-bottom flow
mixing z —z reversed its sign. The maximal flow velocity was on the level z,
At the level of the previous maxim, the ratio U(z, )/ U was equal 0.4.

The velocities of jets Ulx, z) were obtained using the model from (Samo-
lyubov, 2007) added by expressions for the trajectory (positions of maximal
velocity) zm’(x) and thickness Azm) of every jet. A quasi-linear relationship to
depth was discovered for jets in the regions of the lower and upper ther-
mocline as (zm/)IEOAﬁH(x) and (zm}v)2"='0,66H(x). The thicknesses of jets were

(a) (b)

U, cmifs

(c)

Ujm, cmM/s

0 5 10 X, km

Fig. 5. Measured and theoretical longitudinal distributions of (a), the velocity of the

near-bottom flow; (b) and (c), the velocities of the lower and upper jets; and (d), the

oxygen concentrations within density flow and chlorophyll-a concentration at the up-
per boundary of the flow.
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determined based on the typical, for gravity flows, relationship involving the
function with slopes i ; by the trajectories of the lower and upper jets:

(8z,),=(dz, ), —o+0.35] Q) dn

mj m, j) 2

x:0+J‘0(l'%])1dX and (AZW_)2E(AZ

The distributions of the velocities of jets according to the model from
(Samolyubov, 2007) taking these expressions into account are presented in
Figs. 2b, 2c. A correlation between near-bottom flow velocities and overlaying
ones in the system of currents is revealed by the dependence of the ratio of
the velocities of these flows on the bottom slope:

U,/U, =95]i|+0,3) 3)

This dependence is caused by the following factors. On the one hand, the
velocity of the near-bottom flow U, can increase not only on positive slopes
due to gravity, but on negative ones under the influence of a pressure gradi-
ent related to the decrease of the flow thickness and water density along a
stream. On the other hand, jet velocity U :is inversely proportional to slope,
since together with depth increase, water éensity is redistributed and the dif-
ference of water densities within a jet and above it decreases. As a result, the
ratio U, /U, - is proportional to |i |. The curve U, (x) from (3) is presented in
Fig. ba (dotted line).

The velocity of the flow-drift current necessary for the use of the model is
estimated in approximations of the constancy of the water rate at all depths
and the proportionality of the velocities of the drift current and wind. A suit-
able velocity expression for the flow-drift current at a depth of 3 m has the
form

U, ,=0,8(,,/H)+410U )

Here, ¢,,=U, H is the water rate at x=0, U, is the velocity averaged over
the depth, and 4x10-% is the wind coefficient for a depth of 3 m. The use of
(I)-(4) in the model shows the conformity between the calculated and meas-
ured velocity distributions (Figs. 4, 5).

Among distributions of admixtures the most dynamic ones are the depend-
encies of concentrations of dissolved oxygen and chlorophyll-a on the dis-
tance along the crossing (Fig. 2d). The decrease in the oxygen concentration
in a near-bottom flow with distance x is caused by the gradual water mixing
within this current transporting oxygen from the deep-water part of the lake
to the shallow one with overlying waters. The satisfactory fit of theoretical
and measured longitudinal distributions of oxygen concentrations confirms
the shape of the model from (Samolyubov, 2007), by which the curve at
Fig. 5d was calculated.

The distribution of chlorophyll-a (Fig. 5d) was graphed using the deduced
dependence of its concentration on the coefficient of turbulent exchange for a
near-bottom flow K (Fig. 6a):

(Chl-a),=(Chl-a),, (K, /K )** ®)

ul
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The parameters for the station II in Fig. 3 located over the first un-
derwater threshold are marked with the sign 1. Samples for spectrom-
etry analysis on chlorophyll-a content were taken at the crossings in 2004
and 2006 at the stations II, III, V, VII, VIII, X at heights z=H-0.5 m and
z,,,=(0.85-1.45)z . The K value was calculated using the expression K =10 =
=14.4-10"* zuU/1+0.4Riu)"’/4, where 1=0.036z /(1+0.4Ri )" and ¢, =0.04/(1+
+0.4Ri )** are the average, by the current thickness, offset, and avera-
ge standard of the vertical component of the velocity pulsation (Anisimo-
va et al., 1992).

As follows from (5), the intensification of the vertical exchange in density
flow leads to a decrease of the chlorophyll-a concentration at z=z . This is
explained by water dilution at was determined (solid line at Fig. 5a) and uti-
lized for the calculation of the current velocity profiles (Fig. 4). On the upper
boundary of the current by the waters from its near-bottom layer with a low
chlorophyll concentration. According to dependence of the chlorophyll-a con-
centration in the upper boundary of the current on the entrainment function
of ambient waters (Fig. 6b), the concentration is inversely proportional to the
d z and maximal by the negative entrainment.

4. Systems of stratified currents and mass-exchange in the near-
mouth regions and bays.

The detailed analysis of systems of currents in the near-mouth regions was
performed on the base of the results of our complex investigations carried out
in 7 reservoirs. These materials are eliminated in [book]. The main charac-
teristics of the observed processes are the following: (1) forming of systems of
currents of types 1-4; (2) bifurcations and confluences of intermediate and
near-bottom currents; (3) mutual transformation of the flows inside the sys-
tem into each other.

The mechanism of energy transfer, induced by the internal wave, from
the near-bottom current into the intermediate jet, specific for the systems
of types 1, 3, 6 was revealed during the analysis of the results obtained in
August 2008 at the Petrozavodsk Bay of the Onega Lake by the expedition

(a) (b)
(Chi-a) ,, (Chf—a)
I

0 1 2 (Ku)ﬁa

Fig. 6. Dependences of chlorophyll-a concentration on average by crossing, a, on simi-

larly normalized coefficient of turbulent exchange which were found on two crossings in

latitudinal part of the lake and b, on the entrainment function of the overlying waters in
the density current (July 27, 2004—1 and August 8, 2006—2).
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of MSU. The investigations were carried out from the board of the scien-
tific Vessel “Ecolog” of IWP of the North Karelian Research Center of RAS.
Measurements were performed using the Doppler Current Profiler RDCP600
(Aanderaa) and some probes (CTD and others). There were carried out the
36-h temporal station in central part of the bay. Current velocity profiles were
measured every 10 min with step 0.5 m.

The wind velocity (mainly south-west direction) changed from 4 up to
12 m/c. Maximum of water density gradient in thermocline was located at
depth 7-9 m. Water temperature difference at the epi- and hypolimnione
reached 10 °C. The near-surface current velocity reached 30 cm/s. Under the
level of maximum of water density gradient the current direction changed
its sign. The near-bottom current height was equal to 3—6 m while its veloc-
ity was about 10-29 cm/s. Intermediate jet was located in the depth 7-15 m
(Figs. 7a, 7b). In current velocity field there were registered jet accelerations
while wave surge of the near-bottom current height under the action of the
internal seiches (Fig. 7a). Amplitudes of wave disturbances of the current ve-
locity were proportional to the velocity of the near-bottom flow.

10

0 1
-20 20 U, cm's

o

Fig. 7. Distributions of (a) current velocity on depth and in time during the 36-h temporal

station, (b) current velocities and water density changes with depth averaged on 90 pro-

files during the period of intermediate jet development, (c) current velocities and water

density profiles typical for formatted jet. Curves U(z) are computed by the model of circu-
lating and near-bottom density currents.
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The probability of such pulse transfer grows with increase of wave height
up to the values relevant to area of the intermediate jet. This probability also
increases with lowering of stratification stability. Height of the standing in-
ternal wave (with seiche origin) is proportional to the value of the interval
between the bottom and the level of maximum of water density gradient. Ef-
fectiveness of the interaction of near-bottom current and jet grows while wave
approaching of current boundaries due to the entrainment. There were also
observed two-stage pulse transfer under the influence of spreading antiphase
waves of high-order modes. There was found and analytically expressed the
relationship of velocities of the near-bottom current and of the jet situated in
the thermocline. The corresponding semi-empirical expression includes not
only the mentioned velocities, but also the following parameters. (1) Depth of
thermocline. (2) Integral Richardson number that defines the stability of cur-
rent over the entire depth to the wind action (Michioku, 1993). (3) The func-
tion of the internal wave profile with taking into account the superposition of
two modes with periods 2 and 3 h, that dominated in the near-bottom layer.
These periods are in agreement with the results from (Filatov, 1983). The ob-
tained expression is useful for the evaluation of the jet velocity taking into
account its interaction with the near-bottom flow by simulation of the systems
of the currents.

In August 2008 at the Petrozavodsk bay and at the nearest open part of
the Onega lake there was discovered system of currents with the jet in ther-
mocline in occurrence of circulation flows, currents caused by the internal
seiches and weak near-bottom flow. The near-bottom flow appeared at the
slopes and detached from the bottom at the depths more than 40 m (Fig. 8a).
The revealed thermally stratified jet, that propagated at the intermediate
depths transported waters with heightened mineralization from the bay into
the open lake (Fig. 8b). In the bay this current was supplied by the wind in-
duced local water circulation.

Outside the bay the jet-type current was caught into the zone of action
of large scale lake circulation that was close to the direction of the jet at
the mouth of the bay. The Richardson number Ri{. defining the jet stabil-
ity increased from 3 up to 43 before the current going out of the bay. Then
Ri=gAp Az jpU * lessened twice and further was practically invariable af-
ter theJet submerglng by the wind velocity changing from 4 up to 8 m/s.

Fig. 8. The distributions of (a) current velocity, (b) water conductivity over the depth and
along the crossing from the Petrozavodsk bay toward the open Onega lake (August 11,
2008).
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The measured current velocity profiles (Fig. 9) are in whole conformed to the
theoretical ones.

The circulation flow velocity profile was obtained from the dynamic equa-
tion for the gradient current stipulated by the water level rising due to the
wind action. There was used the profile of the turbulent viscosity coefficient
K found in this work taking into account specific of turbulent transfer at the
shear layers and at the core of the current. The profile K =K (z,N,7 ,u.,l) was
calculated on the base of the data about the changings of the wind stress 7,
shear velocity u,, buoyancy frequency N and turbulent scale 1. As it follows
from the solution of the current dynamic equation the lessening of the ex-
change coefficient gives the local increase of the current velocity. By such a
way there appeared the velocity maximum changed by the acceleration of the
jet at the slope izopicnical surface (Figs. 9, 10b).

For this and other similar jets the height of the current velocity maximum
above the bottom z - is proportional to the depth H and is determined as

z, =0.76(H-H )+(z mz) Expressions of z, i and Az where utilized in models
of the jet propagation and suspended sediment transfer. The jet thickness
Az expressed as Az=Az +a, z/dx corresponds to that obtamed using
the current velocity prof{les Flg 10a) where Az =Az(0), i, =0z, a,=0.76.
The velocity U, of the jet moving along the slope i 1sopycn1c surface under the
action of the grav1ty force is found taking into account changing the sign of
the slope along the jet trajectory g . The corresponding expression of the
Uis U =a,(g8p Az, |lv | ”‘/pC N2, ””’ in approach of local quasi-stationarity
and horizontal qua51 homogenelty of the flow (Samolyubov, 2007). The jet
velocity change under the wind action is evaluated as k U with wind coef-
ficient £ =0.01.

The whole evaluation of the jet velocity under the action of the mentioned
above factors is introduced in first approximation as U, =U, +k U, . The com-
parison of the values U (x) found by this expression withthe measurement
data (Fig. 10b) indicate about the domination of gravity component in the
summary distribution. The inclinations from the curve U, (x) are stipulated
by the internal waves and by the discrecity of the wind velocity registration at
the crossing. The suspended sediments concentration S along the jet (Fig. 10c)

(a) (b) (c)

0 0,0005 Ap, g/l 0 0,0005 Ap, g/ent
z, m . 9 )
20 \ L) d
' 1
10 | FS
.~ 0
] 1
'3
o L— A
5 5 U cnts 220 -10 0 U, cnts

Fig. 9. The profiles of the current velocity U (1 corresponds to the measured values, 2,

3 are noted to the theoretical velocity distributions for the circulation and whole currents)

and density difference Ap (4). Figures (a), (b), (c) correspond to the results obtained at the

upper part, mouth of the bay and at the open lake (curve 3 corresponds to the sum of the
profiles of the circulation wave and density currents).
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0 20 40 %, km 0 20 40 X, km

Fig. 10. The longitudinal distributions of (a) of the jet thickness Azj and (b) of its velocity
Um,- (1, 2, 3 specify the measured, theoretical and wind induced velocities), (c) of the sus-
pended sediments concentration S and (d) of the excess water conductivity AC,.

is in compliance with the theoretical one obtained by the model similar to that
elaborated for the density current (Samolyubov, 2007).

The mineralization, determined by the conductivity C, (Figs. 8c, 10d), is re-
duced at the upper boundary of the jet simultaneously with exchange amp-
lification at the near-surface water layers due to the wind velocity growth.
This process is followed by the increase of the excess salts concentration in
the core and at the jet boundaries AC,. The increase of the exchange intensity
at the lower part of the jet leads to the entrainment of the underlying waters
with higher mineralization into the jet body. These considerations were veri-
fied by the obtained relationship AC, on the standard of the vertical compo-
nent of the current velocity turbulent pulsations ¢ and on the wind velocity
U, in form AC,=AC, (k" 0, Jo. +k (U, [U ). Correspondlng curve is shown
at Fig. 10d. Here o, —0 04U /(1+O 4Rl )‘”’ k,-1_0'44’ kl_2—0.086.

4. Conclusions

The observed systems of stratified currents are of great interest because
they are widespread in coastal zone, lakes and reservoirs. Suggested classifica-
tion and generalization are necessary for the elaboration of theory of inter-
acting stratified currents. The concrete results introduced above enable us to
reveal some interesting mechanisms of development of such systems and to
suggest some modification of mathematical models of interacting stratified
currents.
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Influence of hydrological conditions on environment
state of lagoons and estuaries

Yuriy Tuchkovenko

Abstract

The overview and typology of lagoons of the North-East coast of the Black Sea
are presented. There are 21 lagoons located in between the Danube River and
Dnepr River mouths. All of them may be divided into three groups: open, pe-
riodically open and closed. Hydraulic management, namely stabilization and
adaptive regulation of the water exchange with the sea, is proposed as a main
effective measure to stabilize the state of the lagoon environment for second and
third groups of lagoons. The scientific basis of this idea is examined by an ap-
plication of 3-dimensional numerical dynamic model to some of them.

Jan 0630p U onMcaHa THIIOAOTHSI AAryH CeBepo-3anagHoil yactu YepHoro
mops#a. Ha yuactke nobepexnbsa B Mexaypeune Jdynas u duenpa pacrnoroxen
21 AumaH. X MOKHO pa3/JeAnuThb Ha 3 THUIA: OTKPBITBIE, NEPHOAUIECKH H30-
AMPOBAHHBIE, TIOAHOCTBIO 3aKkpbiThie. Hanboaee sdPpPpekTuBHbIM criocobom
CcTabUAU3AIUHE THAPOAOTHYECKOIO U I'H/APOXUMUYECKOIO PEKUMOB AUMAHOB
2-if u 3- rpynusl, YHPaBAE€HUS UX DKOAOTUYECKUM COCTOSHUEM C LIEABIO CO-
XPAHEHUS M BOCCTAHOBAEHUS PECYPCHOIO MOTEHIIHAAA sIBAsIETCA obecrie-
YeHHE M PETYAUPOBAHUE HCKYCCTBEHHOI'O BOZOOOMEHA C OTKPBLITHIM MOPEM.
Hayunble OCHOBBI penieHus 3Told nmpobaeMmbl paccMoTpensl Ha npumepe /Jo-
¢uHOBCKOro AuMana u TysaoBckoil rpynmnel AumManos. Mcnoabsyercs duc-
A€HHas TpexMepHas HeCTallHOHAPHASA MOJAEAD.

There are 21 lagoons located in between the Danube River and Dnepr

River mouths. All of them may be divided into three groups: open, periodi-

cally open and closed.
The Dniester, Bug and Dnepr estuarine lagoons (the local name is “li-

man”) are typical representatives of first group, as well as lagoons “Sukhoi
liman” and “Malyi Adzhalykskiy (Grigorievskiy) liman”, which are artificially
deepened and modified into big sea ports. These estuarine lagoons have free
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connections with the sea through straits, which are dredged for navigation.
River discharge and wind-induced water level variations in lagoons and in
the adjacent marine area are the main driving forces for lagoon hydrology.
Penetration of colder saltwedge near the bottom into the lagoon, sedimen-
tation and resuspension, summer hypoxia in the deep fairways are of the
main interest from the hydro-ecological point of view.

The lagoons of Tusla, “Dofinovka”, “Budakskiy”, “Dzhantsheiskiy”, “Malyi
Sasyk” limans represent the second group. They separated from the sea by
sandy barrier, which have artificial or naturally formed temporary active in-
lets. The water quality in these lagoons is determined by balance between po-
sitive and negative terms of water budget for different years, by water quality
of incoming river waters, by intensity of water exchange and seepage. Reduc-
tion of water volume due to intense evaporation leads to increase of salinity
and concentration of all substances, development of euthrophication. Drying
of lagoon and instability in water level make unfavorable conditions for rec-
reation and fishery. The similar problems are typical for closed lagoons, like
“Kuyalnik”, “Hadzhibey”, “Tiligul” limans.

Hydraulic management, namely stabilization and adaptive regulation of
the water exchange with the sea, is proposed as a main effective measure to
stabilize the state of the lagoon environment for second and third groups of
lagoons. The scientific basis of this idea is examined by application of 3-di-
mensional numerical dynamic model to lagoons like “Dofinovka liman” and
Tusla lagoons. This model simulates water quality of shelf marine systems
and is based on hydrodynamic model MECCA—Model for Estuarine and
Coastal Circulation Assessment (Hess, 1989, Tuchkovenko & Ivanov, 2007),
which advantage is a resolving of processes in elongated sub-grid areas
(as canals, channels or river mouths). The complete number of thermo-hy-
drodynamics equations in Byssinesk, incompressibility and hydrostatic ap-
proaches are solved in curvilinear in vertical direction frame. To resolve the
motion in small channels of sub-grid scale, the equations is averaged across
the stream.
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Numerical modeling of hydrodynamics
and sediment transport in coastal lagoons

Georg Umgiesser, Marco Bajo

Abstract

An overview over various numerical techniques, different approaches for struc-
tured and unstructured meshes is given. Various applications of numerical
model SHYFEM are shown, ranging from lagoon environments in the Medit-
erranean and the Baltic Sea to the coastal zone and the open sea. Ecological
models and sediment transport models are discussed. Finally the possibility to
apply these models in the coastal zone management is shown.

Jan 0630p pa3AHMYHBIX YUCAEHHBIX METOJAOB, IMIOAXOA0B AN CTPYKTYPHUPOBAH-
HBIX M HECTPYKTYPHPOBAHHLIX YUCAEHHBIX CeTOK. IloKasaHbl npumMepsl Ipu-
MeHeHUs YuCAeHHOH MogeAan SHYFEM, naunnas ot aaryn CpeguseMHOro
u Baaruiickoro mopeii, 1 KoH4Yas NPUOPEKHON 30HOH U OTKPLITHIM MOPEM.
O6CyxKAAI0TCS 9KOAOTHUECKAS MOZEAb U MOJEAL TPAHCIOPTA ocasgka. Takxe
IIOKa3aHa BO3MOKHOCTL IPHUMEHEHHUSA ®TOH MOAEAHM NIpPU YIPABACHUH IIPH-
6pesxHOIT 30HOI.

1. Introduction

1.1. Models as a complement to observations

Measurements are the primary source of information on the coastal ocean,

its ecosystem and its variability. There is no point of attempting to model a
coastal zone without having data. However, we have seen that data are dithi-
cult to obtain because of the technology of sensing instruments and plat-
forms and the costs of using existing platforms over long durations and large
domains. For these reasons models can complement observations in coastal
management. They can interpolate in 4 dimensions (time and space) the ob-
servations and predict the future evolution of the system. Moreover it is pos-

sible also to simulate the impacts of non-observed forcing scenarios.
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1.2. Modelling applications

Models can be used for management of coastal zones or in an operational
context. They can simulate the coastal erosion and the variations of morphol-
ogy. The study of the current dynamic and of the sediment transport can be
useful also for the harbour construction.

Their main operational applications are the prediction of waves, tides and
storm surges. In coastal areas this information can be useful both for the navi-
gation and for the populations that live near the sea.

1.3. Description of a coastal system

Different aspects of a coastal system can be analysed by means of mod-
els. Physical, chemical and biological features can be investigated. However to
have a good description of the last two groups, the first one, that is the hydro-
dynamic investigation, is necessary.

The hydrodynamic model is the “engine” that transports and mixes all eco-
system constituents, including the water itself. In a model the hydrodynamic
equations of conservation of mass and momentum are solved numerically,
in every cell of a computational grid, taking into account the information
present in adjacent cells.

The hydrodynamic engine is then coupled to appropriate numerical mod-
els that transport some ecosystem constituents. There are three major classes
of transport models:

v" Sediment transport models;
v Water quality models;
v" Ecosystem models.

The sediment transport models deal with cohesive (e.g. mud) sediment
transport and non-cohesive (e.g. sand) sediments transport.

The water quality transport models deal with interactions between:

v Organic matter;
v Dissolved oxygen;
v Nutrients;

v Chlorophyll-a;

v’ Bacteria;

v Pollutants.

Finally, ecosystem models deal with interactions between some or all of the

following:

v" Nutrients;

v’ Bacteria;

v" Phytoplankton;

v' Zooplankton;

v’ Detritus;

v Oxygen

as a function of hydrodynamics and light.

1.4. Model grids

Depending on the method used to discretise the spatial domain of the
equations governing the system, different grids are used.

In Fig. 1 a grid of a model based on finite differences is reported, while in
Fig. 2 a grid of a finite element model is represented.
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2. Case study: the Venice lagoon

In the past a consistent effort has been put into the modelling of the physi-
cal, chemical and biological aspects of the Venice Lagoon. Due to its com-
plicated bathymetry, the Venice lagoon is one of the most complex coastal
systems in Italy, and due to this difficulty, along with extensive field cam-
paigns, modelling techniques must be used if some understanding of this
system wants to be achieved. Finite difference hydrodynamic models have
been applied in the past to the Venice lagoon by Chignoli & Rabagliati (1975),
Volpi & Sguazzero (1977) and Sguazzero et al. (1978).

In 1987 the Danish Hydraulic Institute set up an operational model for
the Venice Lagoon that was used in planning the sluice gates that were to
be built in the lagoon (Marchi et al., 1992). All these models used the finite
difference method with a grid size of 300 m or more. Recently a higher reso-
lution model with a grid size of 100 m was implemented by Casulli & Cheng
(1992), Casulli & Cattani (1993). This model can describe the channel network
faithfully, but the computational demand of such a high resolution model is
quite high. However, all finite difference models have suffered all from the
same problem: the need of a small grid size to resolve the narrow channels
inside the lagoon that has to be imposed everywhere. A compromise between
accuracy and computer time has to be made.

The finite element or finite volume method, on the other hand, allows for
more flexibility with its subdivision of the system into triangles varying in
form and size. One such approach has been used by Casulli & Zanolli (1998),
where a model with an unstructured grid has been presented. This finite
volume approach was then extended to the resolution of the non-hydrostatic
equations and has also been applied by Casulli & Zanolli (2002) to the Venice
Lagoon with promising results.

The lagoon of Venice has been a case study for ecological models too. Con-
tributions in the peer review literature started to appear in the eighties, with
a number of contributions on modelling the macroalgae blooms, first by us-
ing a 0-dimensional representation (Bocci et al., 1997), and then within a
3D coupled model (Solidoro et al., 1997). Subsequent contributions have
dealt not only with the growth, fishing and rearing of clams (Solidoro et al.,

Fig. 1. Example of a finite
differences grid.

(Grid spacing 500 meter)
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1} 20 40 B0 an 100 120 140
(Grid spacing 500 mater
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Fig. 2. Example of a
finite elements grid.

2000, Pastres et al., 2001), but also using a methodology for the identification
of Maximum Permissible Load compatible with a predefined Water Quality
Target (Pastres et al., 2003). More recent contributions include the definition
of VEELFEM, a finite element ecological model for the lagoon of Venice and
the first applications of this coupled model (Melaku Canu et al., 2001).

At the Venice institute of the CNR (National Research Council) a finite
element model (SHYFEM) has been developed that was conceived as a model
suitable for the application to basins with the characteristics of the Venice
Lagoon. This model has been enhanced with modules that treat wave, sedi-
ment and ecological processes. This model has been applied not only to the
Venice lagoon, but also to other Italian and Mediterranean lagoons, showing
its general suitability for shallow water basins.

The model presented here is freely available to the scientific community.
The source code has been released under the GPL (Gnu Public License) and is
free to use for everybody who wants to use it. The model can be downloaded
under the web page hitp://www.veismar.cnr.it/shyfem, where not only the source
code for the general model can be found, but also the set-up for the Venice
lagoon (numerical grid, data, input files), in order to serve as a reference
implementation of a numerical model of the Venice lagoon for other scientists
that work on these topics.

In the following sections the model framework is presented and its applica-
tion to the Venice lagoon and other shallow basins described. The main focus
in this paper is on the hydrodynamic modelling, where most of the results are
available.
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Hydrodynamic conditions in the central part
of the Vistula Lagoon

Albert Ambrosimov, Aleksandr Babakov

Abstract

The paper present the results of the field measurements of wind waves and cur-
rents executed in the central part of the Vistula Lagoon. Hypothesis is made on
deep penetration of waves from the Baltic Sea area into the Vistula Lagoon.

B crarbe npeACTaBACHDBI PE3YABTATDI I/ISMepeHI/Iﬁ BETPOBBIX BOAH H TEe4YeHU U B
HeHTpa/\bHOﬁ JacTu BHCAMHCKOTO 3aAHBa. BbIABI/IHyTa THUIIoTE3a O I‘AY6OKOM
IMIPOHUKHOBCHHUH MOPCKHUX BOAH B 3aAHUB.

1. Introduction

The aim of this work is to study experimentally the waves and currents in
the central part of the Visyula Lagoon. The experiment was performed for
the more general problem of assessing the impact of flow and surface waves
on the resuspension, transport and re-deposition of sediment in the Vistula
Lagoon.

2. Measurement procedure

Measurement of anxiety, level and flow in the bottom layer in the Vistula
Lagoon was carried out using the wave recorder LGU-2 (SDB GMF Obninsk),
where the pressure sensor in the device use frequency strain gauge transduc-
er “silicon on sapphire”, included in one arm of the measuring bridge. If you
change the water level above the device varies the pressure recorded by the
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sensors, which resulted in a change in its frequency. In addition to measur-
ing the pressure fluctuations, the unit provides measurement of the average
hydrostatic pressure for a given time of measurement equivalent to measuring
the level of the sea, and is thus, and a tide gauge. The flow was measured us-
ing a current meter “flow”.

Experimental setup for the integrated study of transport processes of mat-
ter consisting of a metal pyramid height of 2.3 m, which was installed at a
depth of 4.7 m in the Vistula Lagoon, abreast of the Baltiysk Strait—cape
Severny near island Nasypnoy. Wave recorder was fixed to the pyramid on
depth of 2.6 m from the surface of the lagoon and at a depth of 2.1 m from
the bottom. Register excitement produced in the beginning of every hour for
10 min with increment 0.25 s. The flow was measured with a flow recorder
“FLOW-3M” is fastened inside the pyramid from the bottom brace, which the
impeller was located at 0.9 m from the bottom. The device was installed in
such a way that the impeller device was in the bottom of the lagoon. Fixing
the parameters of currents occurs with increments of 30 min. During this
period, summed up the current meter speed impeller and gave the averaged
value of current speed and direction for 0.5 h.

To convert the pressure fluctuations induced at a depth of 2.6 m surface
waves in the characteristics of waves on the sea surface and bottom, was the
method of calculating wave elements, based on the findings of the spectral
theory of sea waves, developed by Hasselman (Hasselman, 1962). The main
the complexity of solving equations for the spectral density of the wave of ac-
counting is a member of the nonlinear interactions of waves of various heights
and periods, which was resolved in the framework of the “sharply focused”
approach developed by V.E. Zakharov, Academician of RAS (Zakcharov et al.,
1999). o
At moments of the frequency spectrum <mi=f S(w)w'dw) can be calculated
main parameters of wind waves: the average height and average period. Based
on the moments of the frequency spectrum is determined, the five most im-
portant parameters of wind waves: the characteristic wave height i the peak
of the spectrum of 7, the average period of waves 7, the wavelength range of
peak L the average wave length L. For the average height, we have:

where—m, zero point frequency spectrum. The average period 7 defined
through the moments of the frequency spectrum as the time interval between
the intersections at lowering the level of the middle line for implementation:

m()

m,

7=2n

where m; and m,—zero and second moments of the frequency spectrum, re-
spectively.

The average height of waves are strongly correlated with the heights, a
lower or higher average. For example, the most probable value of the larg-
est wave height of a thousand successive waves passing through a fixed point
on the surface of the sea, about three times greater than average height, five
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hundred of the biggest waves of the successive waves of more than twice the
average height, etc. Thus, you can get a pretty comprehensive description
of the unrest in the test area of the sea on the known values of the average
heights by multiplying them by the corresponding coefficients.

3. Waves

As the results of observations of the excitement at a depth of 2.6 m record-
ed virtually no wind disturbance occurring in the Lagoon with a wavelength
of less than one meter and a height less than 0.2 m, whose impact on the
depth of wave recorder installed 2.6 m, as shown by spectral analysis com-
pletely decays. Impact on the resuspension of bottom sediments, as shown by
field experiments have long waves with periods of ~3.5 s, and the lengths of
12-19 m. The source of these waves may be a wave of marine origin, fallen
into the lagoon through his neck. Check the characteristics of waves in the
experiment was carried out wave recorder at the beginning of each hour for
10 min with the discreteness of readings equal to 0.25 s.

Fig. 1 shows the temporal variability of wave heights in the lagoon and as
an example of the frequency spectrum of a realization of emotion, it can be
seen that for the period from May 16 to June 17 there are 12 periods of in-
creasing wind waves up to 0.45 m length from a few hours to several days were
recorded in the Vistula Lagoon. There are 12 wind and wave samples, whe-
re the maximum wave height greater than 5 cm, were selected for analysis,
and energy spectrum shows that at the entrance to the lagoon of long waves
shatter on the high-frequency components, which are stored for a long time.

Fig. 2 shows one of the 12 wind-wave amplification of surface wind waves
in the lagoon, observed in the period from June 20 (06:00) to June 8 (24:00),

000568 Spechrurn, m*s2

Sigificant wave height = 0.19 m

Mean wave period = 3.5 s 000418 /\

Period of spectrum wave maximum = 3.4 s \
0.00279 ™

Mean wave length =19 m / \

Length of spectrum wave maximum = 18 m 000138 J

. RTY N N N YLY
IR P AT L

514 520 526 B3 2 517 17

o

Fig. 1. The frequency spectrum of waves in the Vistula Lagoon and temporal variability
of waves in the lagoon during the observation period from May 15 to June 17, 2009.
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20009. Fig. 2a shows the maximum (solid line) and average height (dotted line)
surface waves throughout the entire wind-wave amplification, and Fig. 2b
shows the maximum and average (solid and dashed lines, respectively), ampli-
tude of water at the bottom of induced surface waves. Maximum wave—this
is one of the maximum 10-min sample. Average wave is a wave averaged in
10 min interval wind-wave disturbance.

The spectra calculated from the excitement of observational data (Fig. 1)
are clearly visible overtones waves fallen into the lagoon through its inlet.
Fluctuations of water particles at the bottom of induced surface waves, is re-
ciprocal in nature and occurs in an ellipse, thus there is the involvement of
sediments in the aquatic environment, which are then carried by currents to
other lagoon area.

4. Currents

During the experiment, the dominant water transport was directed in the
NE quarter (NNE-E, 54.3 percent) and to the south (SSE-SSW, 28.4 per-
cent), with a maximum frequency of occurrence in the ENE (19.0 percent)
and S (13.6 percent). The dominance of flow in the NE quarter (to the mouth
of the river. Pregolya and Baltiysk Strait) persisted for a range of velocities
’=0-10 cm/s and 10-20 cm/s, and only if ’>20 cm/s began to dominate the
south-west transport over the north-east (0.7 vs 0.35 percent) (see Fig. Roses
flows). However, the rate of more than 20 cm/s occurred only one percent
of the cases were of short duration and are usually recorded during periods
of increasing input or output flows and a sharp rise or decline in sea-level
canal and the Straits. This relationship suggests a close connection of hydro-
litodynamic regime in the studied area with a level regime in the channel
and marching in the investigated area Vistula Lagoon, adjacent to the Baltic
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40 —

)
|

BeicoTa (cm.

1
Bpems (4.) Bpewmst (4.)
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Fig. 2. Example of maximum and average heights of waves on the surface
of the lagoon and induced oscillations of water at the bottom (depth 4.7 m)
in the observation period from 8:00 p.m. June 6 to 12 p.m. June 8, 2009.
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Fig. 3. Time variations of speed and direction of wind
during the field experiment in the Vistula Lagoon.

Strait. It is in times of storm surge the wind-level fluctuations are activated by
the flow capacity when the joint impact of the wave to the transfer of particu-
late matter, mainly in the NE and SW quarters to the top of the Vistula La-
goon (estuary Nogat and region Pregolya) and in the direction of the Baltiysk
Strait, the Gulf of Gdansk.

5. Wind

Time variation of wind direction during the period of full-scale hydro-
litodynamic experiment (15.05-05.07.09) in the Baltic is characterized by a
regular change of stability and long-winds from the NW and NE quarters
horizon. In the period of validity of the rate increases to 10-13 m/s, and in
three cases—in W-NW winds—up to 15-16 m/sec. Between the period of
validity of the wind direction was unstable and, as a rule, the rate of less than
5 m/s (Fig. 3).

6. Conclusion

Dynamic effects on the resuspension of bottom sediments, as shown by
field experiments have long waves with periods of ~3.5 s, and the lengths of
12-19 m. The source of these waves may be a wave of marine origin, fallen
into the lagoon through his neck. Excitement at the wave perturbations roil
precipitation, and currents carry them into the deeper parts of the lagoon.

When reaching into the lagoon, the waves of the Baltic Sea decay and are
transformed by reflection from the coast, that are clearly visible on the fre-
quency spectra of disturbances.
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Bottom fluctuations in water depths of about 5 m induced by long surface
waves, approximately one order of magnitude smaller than the amplitude of
surface waves.
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Dynamics of waters in the Baltiysk Strait

Aleksandr Babakov, Boris Chubarenko

Abstract

The analysis of long-term measurements of currents (2003-2009) in the Baltiysk
Strait is carried out. Schemes of currents are received at various hydromete-
orological conditions. Time variability and statistical distributions (histograms,
roses) for near bottom currents at the core and at the end of the northern pier
is analyzed. Essential change of behavior of currents between piers and outside
is shown. Water level variations defines a water dynamics between the piers, as
wind and waves define water dynamics of waters outside of piers.

HpOBeAeH KOMH/\CKCH})Iﬁ AHAAU3 JaHHBIX I/IHCprMeHTa/\})HbIX I/IBMCpeHI/Iﬁ
TedeHul, nposogumbix B baaruiickom npoause B nepuog 2003-2008 rr. Ilo-
/\y‘leHbI CXEMbI Te‘IeHI/Iﬁ HpI/I paB/\I/I‘IHbIX FI/IApOMeTeOpO/\OFI/I‘IeCKI/IX yC/\O-
BUSX, A TAKKe IPaUKH BPEMEHHOTO X042 U CTATUCTHYECKUE PACHPEAENCHUS
(rucrorpaMMmbl, po3bl) AAA IPUAOHHBIX TEYEHUH y KOPHA CEBEPHOIO MOAA U
Ha IIOAHTOHE Y OTOAOBKOB MOAOB. IToKa3aHa cyljecTBeHHAsA CMEHA IOBE/JEHH A
Te‘{eHI/IP'I Me}KAY BXO/HBIMH MOAAMH U HA BbIXO/JE B OTKprTOG Mope. B l'IpO_/\I/I—
BE TAABHBIM (PAKTOPOM, OIIPEAEAAIONIUM JUHAMHUKY BOJ ABASETCA YPOBEHHBIN
PEeKHM, 3a IPEeJEAAMH MOAOB — BETEP U BOAHEHHE,

The Baltiysk Strait is the only connection between the Vistula Lagoon and
the Baltic Sea. Three measuring data sets are analyzed in the paper. First is

a result of direct measurements of currents in the Strait by floating drifters

(0 and 7 m depth) at different situations of wind forcing. Second is the data

from permanently installed current meter at the depth of 6 m at the point of
traffic control. The third one is the two-months data-series of measurements
of bottom currents at 4 points near the outer end of piers bounded the Bal-
tiysk Strait (Fig. 1).

The analysis of the received data has shown that the dynamic regimen of

the Baltiysk Strait is defined mainly by wind and gradients currents, and rare
by long waves—seiches.
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Fig. 1. Locations of current
measurements (i) at the traffic
control point (round mark), and
(ii) at the outer end of piers
(triangle marks).
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The amplitude of level fluctuations in the Strait is of 25—40 cm. Currents
averaged through upper 7 m is in the range of 20-30 cm/s (Fig. 2), it may
reach 50-70 cm/s during stormy weather. Maximum value for inflow current
was of 1.3 m/s, and for outflow current is of 1.5 m/s. The amplitude of seiche
induced level fluctuations is of 5—-8 cm with the period from several hours to
about one day.

Current averaged through upper 7 m direct toward the sea (outflow) at
51.5 percent and toward the lagoon (inflow) a 48.5 percent. The current ve-
locity usually was in a range of 5-30 cm/s (Fig. 3).

The near bottom currents are within the range of 10-30 cm/s, the maxi-
mum of probability is for the range of 0-10 cm/s (60-80 percent of cases),
more 20 cm/s—9-14 percent (Fig. 4).

The most intensive currents were regularly fixed at the end of the Southern
pier. Current velocity decreases slightly (at 1.2-1.5 time) with depth; some-
times an amplifies in the middle of a water column was found.

Currents at different section of the Strait were of 20-25 cm/s at the up-
per layer and of 23-30 cmy/s at the 5-7 m depth. Different current directions
for the same wind direction (Fig. 5) evident about grater influence of the
level variations on the current at the Strait. Characteristic time scale of level
changes is of 4-8 h.

At a moderate wind (6-9 m/s) and stable level (+28-30 cm) seiches induced
currents with the period nearby 12-24 h is fixed. The single-layered inflow
stream was of 18—-36 cm/s, outflow stream of 33-52 cm/s.

The work is partly carried out under financial support of the Grant No. 08-
05-01023 from the Russian Foundation of Basic Research.
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Fig. 2. Example of temporal variations of current and level
in the Baltiysk Strait.
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Fig. 3. Percentage of repetition of inflow (entrance flow)
and outflow (exit flow) currents in the Baltiysk Strait.
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Fig. 4. Repetition of the near bottom currents near the ends
of piers bounded the Baltiysk Strait.
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Marine deposits of the Vistula Spit (Baltic Sea)

Elena Badyukova, Leonid Zhindarey,
Svetlana Lykianova, Galina Solovieva

Abstract

Geological-geomorphologic structure of the Vistula Spit evident that a body of
the Spit (except for beaches, a fragment of deltaic plain on 23 km of the Spit, and
also those sites where former lagoon inlets existed, e.g. at the 23 km of the Spit)
consist from eolian sand which form upper layer down to 1-2 m below modern
sea level. The subsequent fluctuations of the Baltic Sea water level resulted in
formation of the Vistula Spit. Low terrace (height up to 1-1.5 m abs.), which
fix the rise of sea level, have been revealed and described on the lagoon coasts
of both, the Vistula and Curonian Spits, The similar terrace is located on sea
coast of a settlement Kosa (Vistula Spit) under eolian foredune deposits. Thus ri-
se of a sea level during Littorina and Limnea exceeds contemporary level only
on 0.5 m.

Hccae0BaHUS T€OAOTO-TeOMOPPONOIrUIECKOrO CTPOCHU S BUCAHHCKO# KOChI
IMO3BOAMAHM CAEAATH BLIBO/J O TOM, YTO TEAO KOCHI, 32 HCKAIOYEHHEM IIASIKENH,
HNPHU3AAUBHOU Teppachl U pparMeHTa JeAbTOBOM PaBHUHBI HA 23 KM TeAa KO-
CBI, B 3HAYHTEABHOM CTEIIEHH COCTOHT U3 HOAOBBIX IIECKOB, KOTOPBIE 3AAETAIOT
HE TOABKO C IOBEPXHOCTH, HO M Ha 1-2 M HuUKe coBpeMeHHOro ypesa. Ha 3a-
AHBHBIX Oeperax kak Bucamuckoil, Tak u KypIickoil Kocsl aBTOpaMH paHee
6BIAM 3aKAPTHPOBAHBI U OIIHMCAHBI HU3KHE IIPU3AAUBHBIE TEPPACHl (BBICOTOH
Ao 1-1,5 M abc¢.), purcupyroniue o4uH U3 MOCACAHUX IIOABHEMOB yPOBH:A baa-
THHCKOro MopsA. PparMeHT aHAAOTHYIHOM Teppackl BHIABAECH HAa MOPCKOM Ge-
pery y noc. Koca 1oz 90AOBBIMU OTAOKEHUSAMH aBaHAIOHBI H JIOHHOTO BaAa.
Taxum 06pa3oM, ypoBeHb MOPS 32 BCE BpeMs Pa3BUTHA KOCHI (AUTOPHHA H
AMMHeEa) IPEBBIIIAA COBPEMEHHBINH TOABKO Ha 0,5 M.

The geomorphologic structure of the accumulative barrier forms border-
ing significant parts of sea coasts does not leave doubts in close connection
of the reasons and stages of their formation with changes of a sea level. Such
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dependence is traced and in the structure of sandy barriers of southeast Bal-
tic—Curonian and Vistula spits. Analyzing relief of these spits it is necessary
to note, that now the most part of their surface is consist of the eolian sand
(Badyukova et al., 2008), marine genesis has a modern sea beach, and marine-
lagoon genesis have a beach and low terraces in the Curonian and Vistula
gulfs. Terraces fragmentary frames the lagoon coasts of both the spits and
have height not more than 1.5 m.

Most widely low young lagoon terrace is distributed on the Vistula Spit,
forming in its northern part, in area of capes Tikhi and Peschanyi. The capes
Taran located to the south, the Duga, Krainyi and Glavnyi are bordered by
low, narrow lagoon terraces. Their surfaces are complicated with low coastal
bars and colonize, as a rule, cane or shrubbery.

On sea coast of the spit there are the layers of pebbles in the bottoms of
some blow-outs. These layers can serve as age analogue of lagoon terrace.
The blow-outs strip is situated in the zone of the most active deflation of the
coastal sand and located directly behind the avandune or foredune. The peb-
ble layers fix, apparently, position of an ancient coastal bar, which was prima-
ry burred by sand, and then excavated by the modern processes of a deflation.
The present pebble layers position exceeds a modern sea level on 1.5-2 m.

In area of the Curonian barrier-lagoon system low lagoon terrace is traced
by narrower fragments both along the spit, and on the other coasts of a gulf.
So, on the southern coast it is submitted by well expressed coastal bar. It con-
sists of coarse-grained quartz sand, pebbles and mollusk shells. Bar height
above lagoon level is 1.6 m. The similar form of a relief is fixed and on the
spit along a southern part of lagoon coast where a low swamp terrace surface
extends on the north almost to the settlement Lesnoe.

As to the marine coast of Curonian Spit, here just as on Vistula Spit the
pebbles appear behinds the foredune. One of such sites—area of settlement
Khvoinoe where in 80-100 m from the foredune top, among sand, on the
depth about 0.5 m presence of pebbles and gravel material is revealed. Fur-
ther, drilling in area of settlement Morskoe let to find out some pebbles in the
size 3—4 cm at once under a soil layer. The pebble is also found out by a bore-
hole located to the west of Morskoe on seaside of the spit, behind the foredune
at absolute height of 1.5 m.

Beach pebbles among eolian deposits allow assuming the presence along
spit seaside an ancient coastline. On the Curonian Spit the presence of an
ancient coastline proves to be true also character of Muller dunes relief.
The dune slopes inverted to sea are abnormal abrupt, that obviously it is not
peculiar windward slope of eolian forms on the sea coasts. Presence of an
ancient coastline specifies also archeology researches (Kulakov et al., 2003),
authors connect it with an epoch of Vikings.

The most obvious proof of presence along Vistula Spit the ancient coastline
connected to a sea-level rise is the coastal bar traced in the cliff foot in area
of settlement Kosa. Inside part of a bar is buried under eolian deposit and
another one is opened in cliff extended in this part of the spit on some Kkil-
ometers. The cliff height varies from 2 up to 4.0 m above sea-level, the beach
joint borders on the cliff foot at the height about 1.5 m abs. Above the beach
it is exposed about 1 m in cliff it consists of light grey coarse-grained layered
sands with pebbles, mollusk shells and gastropods (Fig. 1, layer I). The char-
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acter of sand, occurrence and bedding does not m above sea level
leave doubts in their marine genesis. 3.5
Above sand there is a thin interlayer (about
10 cm) of chocolate-brown sandy loams with nu-
merous inclusions of pebbles and gravels. Its roof S
settles down at height of 2.5 m abs. Contact of Sesess=—
this interlayer to underlying deposits is distinct. T
Visually these sandy loams remind hydromor-
phic palaeosoil, formed in a coastal zone.
The top part of the section consists of eolian

20 =

sand which thickness in a place of a described .- e
outcrop composes 1 m. Contact of the eolian sand = ) G ’ .
with the roof of chocolate-brown sandy loams is 1270 +6O n L
distinct too. In an average part of a sandy layer ki
the interlayer grey-black palaeosoil is observed .

(Fig. 1, a layer II). Despite of its insignificant . o
thickness (about 2-3 cm), the interlayer in cliff is 1.5

trac.e.d on large distance .alon.g the sea, gradual- 1 &2 5513
ly rising in a southwest direction.

On the basis of radiocarbon dating * C of the  Fig. 1. Outcrop near the settle-
mollusk shells from the marine sediments com- ment Kosa (the Vistula Spit).
posing the bottom part of a cliff their absolute age (1) €olian sand; (2) palaeosoil;
1,2704+60 cal BP (LU-6129) has been received. (3) beach deposits.
According to opinion of a lot of competent re-
searchers, authors of World Ocean and Baltic sea-level curves in Holocene
(Badyukova et al., 2007), by this time one of last peaks of Limnea transgres-
sion exceeded. Sea level was on 0.5 m higher than contemporary one.

The exposure of an ancient coastal bar in the cliff of a northeast part of
the spit was promoted by active erosion observed here and by the retreat the
coastline. The beach is steep, incomplete profile, joint borders on the cliff foot.
There is no avandune or foredune sand in some places as they are eroded
completely. Chocolate-brown sandy loams under a small inclination fall on the
south, to settlement Kosa and wedging out there. The settlement is located on
typically marine deposits exposed by numerous dikes and gutters. As a rule,
it is bedded sandy thickness of grey and olive-grey color with black interlayer
in which on depth about 1 m numerous slices of amber are found out. At some
sandy interlayer there is the coarse-grained material which alongside with
amber inclusions specifies littoral genesis of deposits. Probably, on a place of
settlement flat offshore contributed to the formation of shoal, extending to
the Vistula gulf.

Similar marine sand is found out and on other sites of Vistula Spit sea
coast. To tell the truth, frequently their presences at the foot of cliff are hided
under eolian deposits. In particular in 2 km to southwest from the settlement
Kosa behind a rearward of a modern beach, under eolian deposits of fore-
dune the layer of beach deposits with pebble and mollusk shells was found.
Sometimes in these deposits thin interlayer of heavy minerals observe, that
unequivocally speaks about their formation on the berma surface of an an-
cient beach. So in one of points of supervision, after extensive dig the beach
deposits under the foredune were opened. These deposits contain interlayer
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of garnets (2-3 cm) and glauconite (1-2 cm) appreciably inclined aside
the sea.

Apparently, the coastal bar clearly enough traced in a cliff in northeast
part of Vistula Spit sea coast, is stretched along this accumulative form. In a
southwest direction there is an attenuation of erosion process, the roles of
modern marine sand and eolian deposits in a coastal zone increase. It creates
conditions for an ancient bar burial. Apparently, its age is the same as lagoon
terrace which frame fragmentary the coasts of Vistula and Curonian gulfs.

Interesting data on Vistula Spit structure can be received from the arti-
cle of the polish researchers (UsScinowicz, 2006) in which results of borehole
drilling on profile across the spit are submitted. One of the boreholes is on
nearshore in the spit seaside; another one is located actually in a zone of a
modern sea beach. It opens the beach deposits—coarse-grained sand with
pebbles up to depth about 7 m. Marine deposits discover below too. These are
fine-grained sand, with interlayer of medium-grained sand, with a rare peb-
ble and mollusk shells (Cerastoderma sp., Macota sp). The age of sand on depth
4 m, determined on shells, is 2,920+60 cal * C BP. General thickness of the
marine beach deposits is 14 m. The deposits of low delta plains—clay, silty
clay, silt, olive-grey silty sand and peat—lie beneath the marine sand. Age of
this alluvial layer is 8,040%70 cal '* C years BP (Uscinowicz, 2006). The trans-
gressive overlapping by marine sand was the result of Littorina transgression
of the Baltic Sea.

The analysis of geological profiles through the Vistula Spit shows, that the
marine sand composing in a basis its body, approached on alluvial-deltaic de-
posits, being gradually replaced by marshes. This transition, apparently, fixes
a stage of fast development and formation of bars surrounded the delta coast.
Sea-level rise promoted flooding of delta plain was accompanied by peat for-
mation and accumulation of marsh and oxbow lakes deposits directly behind
bars. Proceeding transgression strengthened promotion of bars inland, inten-
sified active eolian processes and marshes overlapping, and also has led to the
further flooding of the rivers mouths.

Thus, along the sea coast of the Vistula Spit the ancient coastline corre-
sponding to one of the last sea-level rise is traced. This rise not exceed, ap-
parently, 0.5 m above its contemporary position. Depending on character of
modern coastal processes geomorphologic attributes of this coastline are ex-
pressed to a greater or lesser extent. On the erosion sites the coastal bar fixing
high position of a sea-level, exposes in the cliff bottom. On the accumulative
coasts accompanying with the development modern and ancient eolian forms
of a relief, marine deposits substantially burred under eolian sand.
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Storm surge forecast in Venice through
an hydrodynamic model

Marco Bajo, Georg Umgiesser

Absract

An overview over various numerical techniques in hydrodynamic modeling is
given. In particular, different approaches to solve the hydronamic equations
on structured and unstructured meshes are shown. The complications of ap-
plying these models to very shallow systems and the complicated coastal zone is
discussed.

JaH 0630p Pa3AMYHBIX YHCAEHHBIX IIOAXO040B B THAPOJUHAMUYECKOM MO/e-
AupoBaHud. OCHOBHOE BHHMAHUE YAEAEHO Pa3sAHYHbIM METOJAM peIleHU:
yPaBHEHUH I'HAPOJUHAMUKH HA CTPYKTYPHPOBAHHBIX M HECTPYKTYPHPOBAH-
HbIX ceTKax. O6CyKAAI0TCA CAOKHOCTUH IIPUMEHEHU S MOJEACH JAA MEAKOBOJ-
HBIX BOJOEMOB CO CAOKHOI1 6eperoBoil AMHHUEH.

1. Introduction

Since the end of 2002 a numerical model, named SHYFEM, runs daily at
the Centre for sea level forecasting and flood warning (ICPSM) of the Ven-
ice municipality. It is the second deterministic model operational at the Cen-
tre. The other one is a finite difference model that runs with an assimilation
scheme (Lionello et al., 2006). SHYFEM model forecasts the hourly sea level
at the “Acqua Alta” platform near the Venice Lagoon for five days in advance.
The model has been validated and improved during the last years. Though
the model provides the storm surge forecast on each node of the domain,
which is extended on the whole Mediterranean Sea, the results near Venice
are mostly taken into account. Consequently, several methods to improve the
local forecast has been developed. A post-processing routine based on a MOS
system (Kalnay, 2003) was implemented first, to correct the surge forecast
at the “Acqua Alta” platform, located near Venice (Bajo et al., 2007). Later
a more complex post-processing procedure based on an Artificial Neural
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Network (ANN) has been developed (Bajo & Umgiesser, 2010). A free ANN
library named Fast Artificial Neural Network (FANN), has been used (Nissen,
2003). The network has 51 inputs and is calibrated with observed data, but
can be adapted to accept other input variables correlated with the forecast
surge.

2. Methods

The hydrodynamic model used, named SHYFEM, was developed at
CNR-ISMAR in Venice. The code is freely downloadable from the web page:
www.ve.ismar.cnr.it/shyfem. The SHYFEM model solves the following verti-
cally integrated shallow-water equations:
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where { is the water level, U and I the vertically-integrated velocities (total
or barotropic transports), t the time, g is the gravitational acceleration, p the
atmospheric pressure at the mean sea level, p, is the water density, H=h+{
the total water depth, h the undisturbed water depth, f the variable Coriolis
parameter, 7_is the wind stress, 7, is the bottom stress, 4, is the horizontal dif-
fusion coefficient.

The model uses finite elements for spatial integration and a semi-implicit
algorithm for integration in time. The terms treated semi implicitly are the
water level gradients and the Coriolis term in the momentum equations and
the divergence term in the continuity equation, the bottom friction term is
treated fully implicitly. All other terms are treated explicitly.

The model domain is reproduced by means of a staggered finite element
grid made up of 18,626 triangular elements varying in size and shape and
covers the whole Mediterranean Sea. The grid elements describing the Adri-
atic Sea vary in size between 1.5 and 10 km, whereas in the Mediterranean
region the spatial resolution is less than 35 km (Fig. 1).

At the closed boundaries only the normal velocity is set to zero and the tan-
gential velocity is a free parameter. This corresponds to a full slip condition.
At the open boundary in the Gibraltar Straits, a water level equal to zero is
imposed, since it is unknown. Wind and atmospheric pressure data used by
the model are provided by the European Centre for Medium-Range Weather
Forecasts (ECMWF). The Centre supplies mean sea level pressure and sur-
face wind fields over the Mediterranean area, at synoptic hours 00, 06, 12,
18 UTC, with a resolution of 0.5 degree both in latitude and longitude. Only
the storm surge component is computed by the dynamic model, the total sea
level is computed simply by adding the astronomical tide, obtained by means
of harmonic analysis.
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+ Venice lagoon
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Fig. 1. Computational grid of the Mediterranean Sea.

In order to set up the ANN, the surge forecast of the model and the ob-
served level of 5 years, collected at the CNR platform, have been used. These
values were organised in inputs and desired output of the ANN. The available
data have been split into three parts. Data from years 2003, 2004 and 2005
were used for the training phase. Data from 2006 were used for the testing
phase and data from 2007 were used for the validation phase.

3. Results

After the ANN calibration through the training and testing phases, the
ANN was executed with the data of the year 2007 to validate the system and
check its general functioning. In Fig. 2 is reported a comparison between
the model performances with (FANN) and without (Mod) the neural network
correction for the validation phase (year 2007). The standard deviation (Std)
and the mean of the differences (Mean) between model and observed data
are plotted against the forecast hour. The original model results (Mod) have
a mean of the differences that oscillates with a period of about 24 h and has
an amplitude of about 0.02 m not centred around zero. This periodicity is ex-
plained by the fact that each surge level is predicted five times, for subsequent
days, using different but similar, meteorological forcing.

The mean value of the post-processed data (Mean FANN) is considerably
reduced to less than a half'and is now centred around zero. For the first fore-
cast day it is almost completely removed and for the next days it keeps accept-
able values, lower than =2 cm.

The standard deviation shows periodic variations during each forecast day,
but its trend is nearly constant until the 60-forecast hour, then it rises linearly.
For the post-processed data, the standard deviation of the differences (Std
FANN) is considerably lower. It increases almost linearly after the low values
of the first hours and rises from a value of less than 3 cm to an average value
of about 5 cm for the first 24 h. In the second day of forecast (from 25th till
48th forecast hour) the standard deviation is almost constant, with a value of
about 6 cm. This represents a strong improvement with respect to the results
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Fig. 2. Comparison between the model performances with (FANN) and without (Mod) the
neural network correction. The standart deviation (Std) and the mean of the differences
(Mean) between model and observed data are plotted against the forecast hour.

of the hydrodynamic model (Std Mod). For lags longer than 48 h, the stand-
ard deviation has an average improvement of about 2 cm, without increase the
rate of losing accuracy.

4. Conclusions

A mean standard deviation of the differences of 4.7 cm was obtained for the
first forecast day and a value of 8.9 cm for the fifth day. The accuracy of the
fifth day of forecast is now higher than the one of the first day of the model
without the ANN correction. Further improvements will be a new training of
the ANN with more inputs and with longer databases.
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Hydrological processes of transboundary catchment
areas with relationship to coastal zone:
modeling and spatial analysis

Dmitry Domnin

Abstract

This article discusses the structure of transboundary watershed in the South-
East Baltic, taking into account their impact on the coastal zone. A quantitative
assessment of individual morpho-hydrological parameters of the catchments is
performed by tools of spatial analysis and modeling of hydrological processes.

B crartpe obcyxKgaeTca CTPYKTypa TPaHCIPAaHHYHBIX BOJAHBIX OacceifHOB B
I0ro-BocTounoit barTike, mpuHIMasa BO BHUMaHUE UX BAUAHHE Ha TPUOpesK-
HyI0 30Hy. KoAaMdecTBeHHasA olleHKa MOPPO-TUAPOAOIUIECKHX HTApAMETPOB
6acceifHOB BLITTOAHEHA METOJaMH ITPOCTPAHCTBEHHOTO aHAAN3A M MOJEAUPO-
BAHUS.

1. Introduction

Kaliningrad Region (Kaliningrad Oblast) together with the Klaipeda
County (Lithuania), Pomeranian and Warmia-Masurian Voivodeships (Po-
land) belongs to the sub-region of South-East Baltic. This catchment area
includes a watershed of the Vistula and the Curonian Lagoons, the Vistula
River, and small rivers basins that flow into the Gulf of Gdansk (Fig. 1). Rivers
of the Kaliningrad Region are transboundary watercourses. This situation
requires the development of new concepts for management of neighbors’ in-
terests in catchment (Khublaryan et al., 2005). Currently, the basin approach
is a common methodological basis for water resources management in Russia
and in Europe. Since 2006, it was enshrined in Article 3 of the Water Code of
the Russian Federation (Water Code, 2006), and in Article 28 stipulates that
“basin districts are the basic unit for use and protection of water bodies...”

Transboundary issues of interstate or national level (catchment are divided
among administrative unit) always contains the potential “conflict” for the
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interests of water users, this leads to some restrictions on the activities and the
need to registration the interests of basin neighbors. Water consumer in the
bottom of the basin is determined by the quality of water that comes with its
upper part, and at the top—it is regulated by the amount of water used in the
lower reaches. In these circumstances, regulatory authorities, economic man-
agements and territorial governments need a clear idea of their location in the
river basin, and they need information about the upstream and downstream
neighboring. Water quality in the Vistula and the Curonian Lagoon, as well as
in the coastal zone of the sea is completely determined by economic activities
in the watershed. Even the administrative units that don’t have outlet to the
sea or lagoons, have close connection with them through the waterways, they
transfer to the receiving water body everything that falls into river basin.

2. Methodology

Atlas of transboundary river basins of Kaliningrad Oblast was issued in
2007 (Domnin & Chubarenko, 2007). It reflects the relative position of river
basins and administrative-territorial units of the Oblast. It contains illustra-
tive schemes that show the spatial intersection of the basin and administrative
entities, parts of the basin area within the administrative units. However, to
assess the impact of administrative structures in coastal waters of the sea and
lagoons require data on average annual runoff from parts of the territories of
municipalities within the boundaries of a single catchment. This information
can be obtained by using the tools of drainage models. The main incoming
parameters for the model are the data on precipitation, evaporation, surface
and underground runoft (Fig. 2).

The calculations were used application MIKE11 DHI Software (MIKE11,
2004), which provides information about the runoff from a certain area and
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Fig. 1. Kaliningrad Region and watershed of the Vistula Lagoon,
South-East Baltic (Chubarenko & Domnin, 2008).
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7

for a given time-series. To calculate
the water discharge used NAM-model,
which uses time-series of precipitation,
evaporation and temperature, and for
calibration—consumption in the out-
let of the basin. The NAM model is a
deterministic, lumped and conceptual
Rainfall-runoff model accounting for I J(

. . Infiltratio
the water content in up to 4 different River
storages. NAM can be prepared in a ¥V Aquifer
number of different modes depend- Exch
ing on the requirement. As default,
NAM is prepared with 9 parameters
representing the Surface zone, Root
zone and the Ground water storages Fig. 2. The main components accounted for
(MIKELL, 2004). Internal factors of s the drainage models (Modelling... 2006).
the defaults were used for the assess-
ment analysis of expenditure from the territory of municipalities.

The period, for which it was simulated, covering 1995-2000 (this is due
to the presence of data for water discharge from catchment). Rainfall and
temperature were observed at meteorological stations in Kaliningrad Oblast
(Chernyakhovsk, Gusev, Gvardeysk, Ulianovo, Sovetsk, Zheleznodorozhny).
Evaporation is a calculated parameter. It was obtained by multiplying the
amount of precipitation on the index of its relationship with evaporation. This
relationship is calculated for each meteorological point for months of the cal-
endar year (Barinova, 2006). Daily water discharge is known for every day in
the control hydrological point of the basin. The total consumption of the pool
determined the amount of expenditure which is received in the administra-
tive parts of the basin (Fig. 3).

Meteorological data from weather stations of Gusev, Chernyakhovsk, So-
vetsk used for administrative units Instruch river catchment in accordance
with the location of the municipalities. Value of discharge calculation by use
flow models listed in Table. The total value of water discharge from the catch-
ment area is 0.21 km® per year.

Table

The values of the area and water discharge from the territories
of municipalities, which are located in the Instruch river basin

Municipalities Area, km? Discharge,
km?® per year
Gusev district 250 0.05
Krasnoznamensk district 510 0.11
Neman district 200 0.04
Nesterov district 30 0.01
Chernyakhovsk district 260 0.06
Total for catchment 1,250 0.21
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Time after which the stock water gets into the receiving water body, deter-
mined by isochrone map of the Kaliningrad Oblast. The most rapid effect of
internal parts of the region on the coastal zone is carried out by river streams.
The calculation of this influence is defined distance before outlet and the time
of discharge. For each node of the river network (point of merging streams) by
tools of spatial analysis (module ArcGIS) was determined the distance from it
to the mouth (confluence with the sea or lagoon). Next, all points are grouped
by river basins, to which they belong. For the points assessed runoft time, this
based on the seasonal average annual flow velocity.

Next, the whole area was divided into zones depending on the time flow
(Fig. 4). Data on the rate of flow during flood, low water and the average for
the year were taken from the hydrological yearbooks.

3. Results and discussion

The structure of the ratio of administrative division and river basin in the
Kaliningrad Oblast is a complex. Any catchment (both international and
domestic) belongs to at least two administrative units, maximum number of
subjects within the basin may be up to 9, and any administrative unit of the
Kaliningrad region includes from 3 to 20 parts of the catchment area of dif-
ferent river basins, depending on their size. Each part of the municipalities
located in the catchment area contributes to the hydrological components of
the entire watershed and, consequently, it affects the chemical and biologi-
cal indicators of water quality and determines the water balance.

If we look at a map of isochrones, we can see that the most rapidly drain
water from municipalities with access to the sea and bay, and most of the time
required for water to flow from the south-eastern part of the Kaliningrad Ob-
last. During the “high” water runoff of the minimum time in the Kaliningrad
Oblast is 6 days, during low water period is 2 weeks, and in an average year is
about 8 days. Runoff from the coastal areas occurs within 3 days in the period
of low water, at an average rate of long-term value of it is 2 days, and during
a flood—for one day.

Thus, the assessment of hydro-morphological parameters is an integral
part of the administration of the territory. From this point of view in the
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Fig. 4. Time zone of along-stream runoff, average condition, coastal NUTS4
and NUTS5 of Kaliningrad Oblast.

catchment area of the Kaliningrad Oblast, the most vigorous efforts must
be applied in the municipalities near shore. The influence of more deeply
situated municipalities of the Kaliningrad Oblast significantly, but it is tanta-
mount to the influence of catchment area, located in Poland. The relatively
small size of the catchment and the high rate of runoff water cannot solve
the problem of improving water quality in the coastal zone separately from
the neighbors on the catchment—the border municipalities of Poland and
Lithuania. Significant part of the catchment Vistula and the Curonian La-
goon are located here.

It should be noted that the presented results are preliminary and require
further verification and correlation. To clarify the discharge is necessary to
introduce the internal model coefficients, which are based on indicators of
soil properties, the state of groundwater, as well as the necessary information
on the reclamation area. In addition, it is desirable to perform simulation of
water consumption with the use of other models Mike 11. Isochrones of the
Vistula Lagoon catchment should be expanded over the whole catchment,
and isochrones of Curonian Lagoon catchment should be allocated to the ter-
ritory of the municipalities of Lithuania, which border with the Kaliningrad
Oblast.
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Morphometric characteristics of the lagoons
of the World Ocean

Anastasia Domnina

Abstract

Research of morphometric characteristics of the lagoons of the World Ocean
was made. Measurements were carried out by satellite photographs LandSat7.
Such parameters as alongshore and cross-shore lengths and square of lagoons
were estimated.

brino nposegeno uccaegobanue MOPpPOMETPUIECKUX XAPAKTEPUCTUK AAryH
MUPOBOro okeaHa. MamepeHus ObIAM CAEAQHBI 10 KOCMHMYECKUM CHUMKAM
LandSat 7. OnpegeAsiAuCh TakHe HMAPAMETPBI KAK HPOTKEHHOCTh AATyHbBI
BJAOADB U IIOIIEPEK OEPEroBoil AMHUH, A TAKKe IIAOIIAgb AAT'yH.

Lagoons are shallow inland marine waters, usually oriented parallel to the
coast, separated from the ocean by a barrier, and connected to the ocean by
one or more restricted inlets (Phleger, 1969).

Morphometric characteristics of 175 lagoons all over the World Ocean were
considered. Data was taken from satellite photographs of 2000-09 years.
As the shape of lagoons varies significantly, and to unify the description of a
lagoon morphometry, the principal “rectangle” shape was attributed to any
real lagoon (Chubarenko, 2004). First, a characteristic alongshore size was es-
timated for a lagoon, than, a cross-shore size was selected to keep equivalence
between both a real lagoon area and area of attributed rectangle (alongshore
and cross-shore lagoon sizes). Lagoons with the square of 10 km? were not
considered.

The greatest number of lagoons are found along the coastline of Eurasia and
North America, less number of lagoons are along the Australian and South
American coasts. The biggest lagoon in Australia has an area of 1,050 km?, the
biggest one in Eurasia, the Kara-Bogaz-Gol lagoon, has an area of 18,092 km?.
The biggest lagoon in North America has an area of 9,918 km?.

There is an irregular distribution of lagoons along coasts of continents.
Lagoons in Africa (Fig. 1), Australia and Eurasia are almost equally distrib-
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uted along a shore. Maximum number of lagoons is along the eastern coast of
the North America, but lagoons are almost absent along western coast of the
South America.

Alongshore size of lagoons is several times bigger than cross-shore one, the
minimum alongshore/cross-shore ratio is for Eurasia and equals to 2.5. Aver-
age alongshore length of lagoons is 34.4 km, whereas average cross-shore one
is 9 km. The biggest alongshore size is found for lagoon system Albemarle-
Pamloco Sound (261 km). Kara-Bogaz-Gol has the biggest cross-shore length
(108 km).

Lagoons in the Baltic Sea are located along the southern and western shores
(Fig. 2). All lagoons, except, Puck Lagoon (Poland), are oblong to coastline.
Average alongshore/cross-shore ratio is of 5.2 (Fig. 3). The Curonian lagoon
is the longest and biggest lagoon in the Baltic. Also it is the closest lagoon of
the Baltic Sea.

The work was partly supported by RFBR Grant 08-05-01023. Author
thanks to Dmitry Domnin for his help in applications of the GIS tools.
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Hydrological regime as one of the factors
that determine the phytoplankton productivity
in the Volga Delta

Julia Gorbunova

Abstract

Volga River delta is one of the largest in the world. Hydrologic regime in the
Volga River delta is one of the determinants of ecosystem functioning. At present
the Volga River flow regime is characterized as regulated. Parameters of the hy-
drological regime to a large extent determine the productivity of phytoplankton
in the delta. Usually phytoplankton productivity is high when river discharge is
medium or temperately high and phytoplankton productivity is low when river
discharge is low or extremely high.

JeavTta pexn Boarn aBaseTca ogHO# n3 HamboAee KPYIHLIX B Mupe. ['ngpo-
AOTHYECKHUH peKUM B geAbTe BOATH ABASIETCA O4HUM U3 PAKTOPOB, onpese-
ASIOIUX XapaKkTep QYyHKIIMOHUPOBAHUSA dKOCHCTeM. B Hacrosiee spemsa pe-
JKUM CTOKa BOATH XapakTepu3syeTcs Kak 3aperyaAupoBaHubiii. [TapameTpel ru-
APOAOTHYECKOTO PeKUMa B HOABITION CTENEeHH ONpeAeAsAtoT TPOJYKTUBHOCTD
(PUTONIAAHKTOHA AEABTBL. BoAee BbICOKAaAg NPOAYKTHBHOCTh PUTONAAHKTOHA
IPUYyPOYEHA, KAK IIPABUAO, K CPEAHUM 110 BOAHOCTH U YMEPEHHO MHOTO-
BOAHBIM TOZaM, a 60Aee HU3KAA — K MAAOBOJHBIM U 9KCTPEMAANBHO BHICOKHM
110 BOAHOMY CTOKY TOZaM.
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Estimation of water quality of Pregolia River

Alexandr Grizetskiy

Abstract

Study of hydrological peculiarities and quality of the Pregolia River water is
actual for Kaliningrad Region for solving of ecological problems. Investigation
of the surface layer of the Pregolia River by seasonal meteorological, hydro-
logical measurements and hydrochemistry analysis is presented. These studies
were made during expeditions of the Laboratory for Coastal System Study of
the Atlantic Branch of P.P. Shirshov Institute of Oceanology in Spring 2007,
2008. The aim was to study geoecological peculiarities of Pregolia River from its
source (beginning) to Kaliningrad.

H3ygenne THIPOAOTHIECKHX OCOOEHHOCTEH 1 KadecTBa BoAbI peku IIperoan
OY€HDb AKTYaABHO AAA KaamHUHTpacKoi 06AaCTH 1 HEOOXOAUMO AAA pere-
HUS MHOTHX ®KOAOTHYECKHX TpobaeM. IlpescTaBAeHBI pe3yAbTaTLI METEO-
POAOTHYECKHX B THAPONOTHIECKUX M3MEPEHHH, a TaKkKe TH/IPOXHMHIECKIX
aHaAM30B TPO6 BOABI MOBEPXHOCTHOTO TOpHU3OHTa peku IIperoam. PaboTer
MPOBOAMUAHCH B PaMKaX dKCIeAUNTHIT AabopaTopuu mpubpeKHBIX cucTeM AT-
AaHTHYECKOTO oTgerenusa Mucruryra okeanororuu um. I1.11. llupmosa PAH
BecHoi 2007 u 2008 r. ¢ IJeABIO U3YYEHHSA F€09KOAOTHYECKHX 0cobeHHOoCTeH
p- IIperoan ot ee ucroxa go r. Kaaununrpagaa.

Alexandr Grizetskiy (P<)
P.P. Shirshov Institute of Oceanology RAS, Atlantic Branch, Kaliningrad, Russia
e-mail: minorinfo@mail.ru
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Wind effected circulations and density flows
in the Petrazovodsk Bay

Irina Ivanova, Boris Samolyubov

Abstract

The results presented in this report were obtained in periods of the wake wa-
ter density stratification in September 2007 in Petrozavodsk Bay of the Onega
Lake. It was shown that the interaction of the wind effected circulation with
the density current is enhanced with growth of stability of the currents over the
entire depth to the wind action. It was discovered that the near-bottom density
current plays the main role in the suspended sediment transfer in the bay at the
indicated conditions.

Pe3yAbTaThl, IpeACTaBACHHBIE B JAHHOI paboTe, MOAYYEHBI B IIEPHOJ cAaboi
IIAOTHOCTHOHU crparuduranuu Bog B ceHtsibpe 2007 r. B [leTpo3aBojgcKoit ry-
6e Onesxckoro ozepa. ITokazaHo, 9TO B3AMMO/JEeHCTBUE ITUPKYAAIIUN, HH/YIU-
POBaHHOIT BETPOM, C IIAOTHOCTHBIM T€YEHHEM YCHAUBAETCA 110 Beeil TAyOnHe ¢
POCTOM YCTOMYHUBOCTU TE€UYEHHUH K BETPOBOMY BO3€HCTBUIO. YCTAHOBAEHO, YTO
IIAOTHOCTHOE TEYEHHE UI'PAET OCHOBHYIO POADL B TPAHCIIOPTE B3BECH B 3AAUBE
B YKa3aHHBIX YCAOBHAX.

1. Introduction

The interacting circulations and density currents propagated under the

low-density water layers in the oceans, seas, lakes and reservoirs excite conti-
nuously increased scientific and practical interest. In spite of the sharp neces-
sity of the similar systems of currents evolution prediction methods the mech-
anisms of many phenomena determining these flows propagation regularities
are not discovered yet. Physical problems of these flows study are connected

with the multifamily of these currents structures and energy-exchange types.

The turbulent transfer and internal waves determine mass-exchange in the
near-bottom boundary layers and in the mixing layers of currents. At the
interaction of these exchange types the vortex-wave structures are formed
in the current shear layers. This article includes the results of such system of

currents natural investigations and simulation.

Irina Ivanova, Boris Samolyubov (><)
M. V. Lomonosov Moscow State University, Moscow, Russia
e-mail: ivair@yandex.ru
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2. Study area and methods

The results discussed bellow obtained in period of the wake density strati-
fication in September 2007 in Petrozavodsk bay of Onega Lake. Hydrophysi-
cal measurements were performed by the expedition of M. V. Lomonosov
Moscow State University from the board of the scientific Vessel “Ecolog” of
Institute of Water Problems of the North, Karelian Research Center, Russian
Academy of Sciences. The registrations at the temporal station were made ev-
ery 10 min with vertical step 0.5 m by the Doppler Current Profiler RDCP600
(Aanderaa) in mode of autonomous bottom station. At the same time there
were performed the measurements of the profiles of current velocity, tem-
perature, conductivity and turbidity by the multiparameter platform RCM
9 LW (Aanderaa). In the course of plane survey through the 29 stations with
utilizing RCM9, conductometer, oxymeter “Expert” and transmissiometer
(MSU) there were obtained detail distributions of the parameters of currents
and water composition. These investigations enable us to obtain the unique
information about the development of the systems of stratified currents with
the wind effected ccirculations, jets and density flows.

3. Results

In period of measurements the hydrodynamical conditions in the bay were
stipulated by the wind effected current caused by south-east wind with veloc-
ity 7-12 m s directed toward the bay from open lake. The investigations
were performed at the temporal station. During the data analysis there were
revealed some peculiarities of the exchange in the discovered system of cur-
rents. This system included the wind effected and density flows (Fig. 1). In the
current velocity field there were registered the drift flow up to the head of the
bay and the compensating and near-bottom currents directed out of the bay
(Fig. 1). The men velocities were equal to 30 cm s 1 3-10 cm s~ for the drift,
compensating and density currents.

The oscillations of isotaches at the Fig. 1 correspond to the transforma-
tions of the current velocity field under the action of the internal waves with
height up to 3 m and with period about 1 h. Such period is close to that of
the peer seiche of the Petrozavodsk bay (Palshin, 1999, Filatov, 1983). The
theoretical distribution of the wind effected current (Fig. 2a) was calculated
by the numerical solution of the Reynolds equation for the gradient turbulent

Fig. 1. Current velocity versus depth
and time at the station located at
the central part of the Petrozavodsk
Bay (19.09.2007).
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current (Rukhovets et al., 2006, Boegman et al., 2008, Samolyubov et al.,
2008). There was taken into account the influence of the exchanges of the
stratification stability and of the turbulence scale vertical distribution on the
profile of the exchange coefficient K .

The suspended sediments concentration profile S, (z) includes maxima in
zones of the drift, compensating and density currents.

The picks of dS (z) in compensating current at the levels about z=5-18 m
are related to the turbldlty clouds migrating on the depth (Fig. 2b). The in-
tegral Richardson number for density current Ri =g-Ap-z, /pU* was equal
0.5-2 for the theoretical velocities of the current. The evaluations of Ri, gave
0.2-1.5 by the measured velocities. Other Richardson numbers took place
only at two cases: at {=15:30 when Ri fall up to 0.1 and at 1=19:00 when Ri,
raised up to 14 in the stage of decay of the current by its detachment from the
bottom (Fig. 1).

The distributions of the current velocity were measured in the interval
from the height z=1.5 m up to the surface. At the layer z<1.5 m the current
velocity profiles were reconstructed by the model from (Samolyubov, 2007).
By the verification of the model of the density current propagation there were
performed the comparison of theoretical curve U, with the evaluations of the
current velocity in approach of local qu351 statlonarlty and horizontal quasi-
homogeneity of the current by the expression U_ ()= (2g0p-zi [pC ). Here g,
Ap, z,, i and C, specify correspondingly the grav1ty acceleration, the vertical-
ly averaged water density difference between the waters in the flow and abo-
ve it, the height of the current, the bottom slope and the friction coefficient
at the boundary flow-bottom. The height of the current z, was determined
with taking into account the proportionality of the entrainment function to
the bottom slope.

The distribution of U, (¢) at Fig. 3 was obtained by the one-dimensional
dynamic equation of the current. In contrast to the previous models there
were taken into account not only the influence of the tangential component
of the gravity force F = Apgz,i, of the baroclinic pressure gradient (3 p) =
=d (Apgz?/2) and of the force of the turbulent stress F,=p-C,-U?/2, but also

(a (b)
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Fig. 2. (a) profiles of current velocity U and water density change dp against the depth;
(b) depth profile of the change of the suspended sediments concentration 0S__ normal-
ized relatively to their maximal at the water column.
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Fig. 3. The time variations of the velocity U of the density current: (1) the theo-

retical vertically averaged velocity by the model of horizontally heterogeneous

current U, (2) the velocity U, determined in text, and (3) the maximum velocity

at the each profile. The dashed line corresponds to the boundaries of standard
deviation.

the action of the pressure gradient due to the wind effected flow on the near-
bottom current (8, p),=0,4gp(z2/H)d (. The contributions of the forces moving
the current into their sum were 20, 64 1 17 percent, correspondingly, for F,
0,9), and @,p),

The interaction of the near-bottom density current and compensating flow
related to the wind effected circulation was determined by the expression
U/UHWE 0,63(l7/l7m)01n[0,14-Ri:(l+2[7sg/(l_fx )0)]. In accordance with this expres-
sion the relation of the vertically averaged velocities of these currents increas-
es with the growth of the hydrodynamic stability of the currents over the
entire depth to the wind action. This increase is also connected with the men-
tioned above parameters Ap and z, determining value of U\g

Here Ri’=gAp HJpU? is the integral Richardson number characterizing
the hydrodynamic stability of the currents over the entire depth to the wind
action, Ap,, is the density difference of waters near the surface and near the
bottom, U_=(z,p)"* is shear velocity at boundary water-air, 7, —the wind fric-
tion stress at the water surface (Michioku, 1994).

The distribution of the vertically average suspended sediments concentra-
tion in the near-bottom current S(/) in time is characterized at this station by
the decay in the period of the wind amplification. It is stipulated by the sus-
pended particles entrainment in the compensating current that is related to
the wind effected circulation. The shape of a curve S(¢) is in accordance with
the theoretical distribution obtained by the model from (Michioku, 1994).

4. Conclusions

The near-bottom density current amplified by the wind effected circula-
tion played the main role in the suspended sediment transfer in the bay at the
indicated conditions.

The interaction of the wind effected circulation with the density current is
enhanced with growth of stability of the currents over the entire depth to the
wind action.
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The turbidity clouds migrating under the action of internal waves were
discovered at the middle depths and at the near-surface layer.

The mathematical models of the wind effected stratified current and of
the near-bottom density current were modified and verified with taking into
account the interaction of these currents and influence of the vortexes origi-
nated in region of current velosity direction change on the opposite one.
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Project VISLA; coupling environmental and remote
sensing research for better understanding of coastal
waters behavior and its sustainable management

Marek Kruk, Janusz Kosakowski, Agata Rychter, Marek Mroz

Abstract

The project aims at the implementation of the innovative internet service for
the management of environmental resources and the space of Vistula Lagoon.
Prognostic of the status of this area by the use of marine research, satellite re-
mote sensing and mathematical modelling should be an obligatory requirement
for carrying out of any investment or revalorization activity in such a complex
ecosystem. The detailed objectives of the second project are as follows: (i) to use
and improve the remote sensing technique for extraction of spatial variability
of physical, chemical and biological water parameters, (ii) to adopt the envi-
ronmental and remote sensing research results into input-output of simulation
model, (iii) to implement the internet service for diagnostic and prediction of
environmental changes in Vistula Lagoon as useful management tool.

LleAbio mpoeKTa ABASETCA BHEAPEHHE HHHOBAIITMOHHBIX HHTEPHET CPEACTB
AAS YIPABAEHHUSA IPUPOAHBIMH PECYPCAMH U IPOCTPAHCTBOM BucAanmHCKOrO
3aAuBa. IIpornos cocroanusa cpeanl ¢ HCIIOAB30BAHHEM MOPCKHX HCCAEJ0BA-
HHH, CIIYyTHUKOBLIX METOJ0B MU MAaTEMAaTHYE€CKOI'O MOJEAHPOBAHUSA JOAKEH
6bITh 06513aTEABHBIM TPEOOBAHUEM IIPH PEAAUIAIMH UHBECTUITUH UAU CTOH-
MOCTHOH Oll€EHKE KOMIIOHEHT 9TOH KOMIAEKCHOH cucTeMbl. KOHKpeTHbBIMU
3a4a9aMU MPOEKTA ABAAIOTCA: (1) HCIIOAB30BATh U YAYUIIHTh METOABI CITYTHH-
KOBOT'O AUCTAHIITHOHHOT'O 30HAUPOBAHUSA JAS BbIJEACHUA IPOCTPAHCTBEHHBIX
BapHanuii PU3NIECKUX, XUMUIECKHX U GMOAOTHYECKUX ITapaMeTPOB BOAHOIT
cpeasl, (ii) aZanTHPOBATH PE3YABTATHI CIYTHUKOBOTO 30HJHUPOBAHUSA B Kade-
CTBE BXO/HBIX-BBIXOAHBIX JAHHBIX YUCAEHHOH MogeAH, (iil) BHEAPUTb HHTEP-
HET CPeACTBA KaK IMOAE3HBLIH MHCTPYMEHT YIPABAECHHUA AAA AUATHO3A U IIPO-
rHO3a U3MeHeHU B BUCAMHCKOM 3aAuBe.
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1. Introduction

The article aims on presentation the project “System of the environmen-
tal and spatial information as the background for the sustainable manage-
ment of the Vistula Lagoon ecosystem (VISLA)” funded by Polish-Norwegian
Reaserch Fund. The beneficiary and coordinator of the project is Univer-
sity of Warmia and Mazury in Olsztyn, Poland, which have a following part-
ners: Norwegian Institute for Water Research, Oslo-Bergen, Norway and
The State Higher School of Vocational Education in Elblag, Poland. The du-
ration of the project is from 07/2008 to 12/2011. The most important part
of this complex and multidisciplinary project in the stage of its running is
the management system. The important aim of the paper is to demonstrate
the usefulness of the information system approach for the environmental
project. The most important feature of such an approach is the treatment of
the project as composition of the elements, able to describe using abstractive
formal measures. The structural analysis method and UML language were
used (Penker & Eriksson, 2000).

2. Description of the project

The overall aim of the project is to improve the control, diagnosis and pre-
diction of environmental status and changes of coastal, shallow marine wa-
ters, i.e. Vistula Lagoon (Baltic Sea, N Poland). The project proposes a new
and complex tool for the sustainable management of this water body, which
faces several investment activities. The project is focused also on establishing
fundamental frames for improving water quality and revitalization of wildlife
in the Vistula Lagoon. These objectives are concordant with the requirements
of Water Framework Directive and NATURA 2000. The project is planned
for the period from May 2008 till December 2010.

Presented project aims at the implementation of the innovative internet
service for the management of environmental resources and the space of Vis-
tula Lagoon. Precise and repetitive diagnostic of the status of this area by the
use of marine research, satellite remote sensing and mathematical modeling
should be an obligatory requirement for carrying out of any investment or
revalorization activity in such a complex ecosystem.

The major scientific aim of the project is the construction of a mathemati-
cal model as formulas allowing the prediction of the environmental conse-
quences of various human interventions in the spatial system of the Vistula
Lagoon and also more long-term climate change scenarios. The fundamen-
tal tool applied to create a spatial model will be a satellite remote sensing
technique combined with GEMSS modeling of hydrodynamic and processes
control water quality (Edinger, 2001). The connection of the mathematical
modeling using biogeochemical and hydrobiological data with satellite imag-
ing is the most important innovative value of the project. It is widely accepted
in applied environmental sciences that spatial modeling of ecosystem modifi-
cations is the most effective approach conducted to elaboration of ecological
engineering effective tools for the management of natural resources in the
Global Change conditions.

The objectives of the project, which are concordant with the main tasks are
listed here:
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(1) To develop an ecological research and GIS documentation directed on the
better understanding of ecosystem processes as causes of high primary pro-
ductivity and biodiversity loss in Vistula Lagoon.

(2) To use and improve the remote sensing technique for extraction of spatial
variability of physical, chemical and biological water parameters.

(3) To adopt the environmental and remote sensing research results into in-
put-output simulation model.

(4) To implement the internet service for diagnostic and prediction of envi-
ronmental changes in Vistula Lagoon as useful management tool.

The target group consists of the units of local government of communes
situated along Vistula Lagoon, management staff of civil shipping and ports,
services of environmental protection, managers of treatment stations in the
surrounding towns and villages, fishery enterprises, managers of nature pre-
serve areas, high schools.

3. Management system of the project

Project VISLA consists of three subsequent phases. In the first analy-
sis stage, the collection of data was conducted, namely in situ water quality
data, measurements of water optical features, GIS frames were established,
hydro- and meteorological data from COAMPS model and satellite images
from mainly CHRIS-PROBA and MERIS missions. In the second phase the
synthesis of data was planned, and it is realized using GEMSS modeling, Geo-
DataBase and WebMapService, all located in the project GeoServer (Fig. 1).

The functional mock-up of the project VISLA include five boxes: GIS Area,
Remote Sensing (RS) Area, Eco Area and two Internet Areas, GeoServer for
data collection and processing and Service area with portal and map service
for external users. These areas are connected each other by several linkages
constitutes management flow system of the project (Fig. 2).

VISLA
Components diagram

Data colection

Data peocessing

-nl
Web Mag)| | |
Serdce

Poducts GeoServer

a o a B

Fig. 1. Three phases of the project VISLA data collection,
data processing and GeoServer products.
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Fig. 2. Functional flow system of the project VISLA.

Every area included in the functional mock-up system of the project cov-
ered its internal flow diagram and functional connections with external ar-
eas. It can be seen for example in Eco area, in which components constitutes
biological, hydro-chemical, hydro-meteorological data collection and optical
measurements. These elements are directly related with hydrodynamic and
water quality GEMSS modeling and they all feed GeoServer and its modeling
and data base functions and services. Eco Area participate also in remote
sensing data processing directed into production of satellite images of water
parameters (Fig. 3).

VISLA Project — Eco
Area mock-up
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Laguna Model Senvice
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Bloiogizal Area
WM Hydro - chemical Area
LA
/7 RsAea
NIVA

|
=HE [=1]-
processing
|

FyarD — meteo Area
Lkt Kiva

Cptical
measurEmEnis

Fig. 3. The example of the Area flow system:
Eco Area within internal boxes and external linkages.
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4. Conclusions

It should be concluded that structural analysis method and UML language
used in the project VISLA as the fundamental management tool have very
fruitful consequences in organization of activities and achivement of planned
objectives of the project.
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On the quantitative evaluation of solid eolian material,
entering the Curonian and the Vistula Lagoons
(South-East Baltic) in a winter period

Victoria Kurchenko, Vladimir Chechko

Abstract

The results of winter study of eolian matter coming into the coastal zone of
south-eastern Baltic Sea during winter period are presented. The quantitative
composition of aerosol particulate matter, accumulating in snow cover was stud-
ied. It is found out that, on the average of 2 years, 2.2 mg/m? a day of solid eo-
lian matter arrives from the atmosphere into the coastal zone during the winter
period.

IIpeacraBAenbl pe3yAbTATbI 3MMHUX UCCAE€JOBAHUM ®OAOBOrO MaTe€pHaAa, I10-
crynalomero B 6eperosyio 3oHy IOro-Bocrounoii BarTuku B 3uMHUIT Iepuog.
H3ygancss KOAMYECTBEHHBIH COCTaB TBEPABIX A®PO3OABHBIX YACTHI], HaKall-
AMBAIOIUXCA B CHEKHOM IOKPOBe. BpisicHeHO, 4TO B 6€perosyio 30Hy B 3UM-
HUIT TIepHO/] IOCTYIAET U3 arMochepsl (B cpesHeM 3a 2 roga) 2,2 mr/mM%/cyTku
TBEPAOTO BOAOBOIO MATEPHAAA.

A snow cover is an effective trap, capable of accumulating and keeping of
particles deposited from the atmosphere. A study of the snow cover gives reli-
able quantitative and qualitative characteristics of eolian matter arriving from
the atmosphere. Snow samples have been collected from the surface of ice
in the Vistula and Curonian lagoons in the end of winter 2009 and 2010.
The snow was sampled from a platform 1X1 m by a plastic scoop into clean
polyethylene packages and delivered to the laboratory. In the laboratory, the
snow was melted at a room temperature, and the water obtained was filtered
through membrane filters with diameter of a time 0.45 microns. On the aver-
age, for the winter period of 2009, 1.6 mg on 1 M? of eolian material per day
and 2.63 mg on 1 M? of eolian material per day was besieged from the atmo-
sphere onto the water areas of the Vistula Lagoon and Curonian Lagoon, re-
spectively. In 2010 these figures have made 1.9 mg/m? per day for the Vistula
Lagoon, and 2.6 mg/m? per day for the Curonian Lagoon.

Victoria Kurchenko, Vladimir Chechko (<)
P.P. Shirshov Institute of Oceanology RAS, Atlantic Branch, Kaliningrad, Russia
e-mail: piwis@mail.ru
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Analysis of wind conditions in the Neva Bay

Dmitry Kurennoy

Abstract

Analysis of the distributions of wind speeds and directions in the Neva Bay has
been conducted on the basis of the data obtained from the observation sites for
2004-09. Average and extreme seasonal values were estimated. The durations
of the storms were determined. In general, wind climate may be characterized
as calm, but sometimes wind speed may reach >25 m/s. Strong storms may oc-
cur in the autumn-winter period. Most of the storms are induced by the western
winds. Results of this study may be used for the modeling of a wave fields in the
Neva Bay within typical and extreme meteorological conditions.

ITo gaHHBIM C FHJPOMETEOPOAOTHYECKUX CTAHIIUH IIPOBEJEH AHAAH3 CKO-
poctu u HanpasAeHusa BeTpa B Hebckoii ry6e 3a nepuog ¢ 2004 mo 2009 rr.
OueHeHsl CpesHECE30HHbIE U 9KCTPeMaAbHble 3HAYeHHsA. OIpeseAeHbl IPO-
AOAKUTEABHOCTH IITOPMOB, KOTOPbIE MOT'YT JOCTHIATh HECKOABKUX CYTOK.
BeTpoBoii KAUMAT CIIOKOHHBIN U HOCHT CE30HHBIH XaPAKTEP, MAKCUMYMBI CKO-
poctu BeTpa HaGAIOAAIOTCS B OCEHHE-3UMHUN IEPHO/] M MOIYT IPEBBIIIATD
25 M/c. BOABIINHCTBO LHITOPMOB MOPOKAAITCS BETPAMH 3allaJHBIX pyMGOB.
Pe3yAbTaTbl MOTYT GBITH HCIIOAB30BAHBI KAK HCXO/JHBIC JAHHBIE IIPU MOJEAU-
POBaHHUH BOAHOBBIX 1OAeH B HeBckoii ry6e IIpH THIIHYHBIX H 9KCTPEMAABHBIX
METEOPOAOTHUYECKUX YCAOBHUSIX.

1. Introduction

Coastal erosion is already a widespread and serious problem in the Baltic
Sea region. Water impact on the coastal zone has been observed in many

sections of the eastern Gulf of Finland for a long time (Orviku et al., 2003).

The high rate of coastal erosion results from the specific features of this water

area: morphology, shallowness and local wave field (Ryabchuk et al., 2009).

The most vulnerable are areas that may be affected by both direct storm-
induced surge and long, basin-scale waves (e.g., seiches) reinforced by other
factors. A classical example of that situation is the eastern end of the Gulf of
Finland, Baltic Sea. There are several factors that may cause long waves in

Dmitry Kurennoy (P<)
A.P. Karpinsky Russian Geological Research Institute, Russia
e-mail: D.Kurennoy@gmail.com
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the joint basin of the Baltics and the Gulf of Finland, such as, cyclones the
prevalence of westerly winds, which may cause a “slow” Kelvin waves that
move towards Neva Bight. Such long waves meet the voluminous, oppositely
directed Neva River flow in the St. Petersburg area. The water level rise is fur-
ther amplified by the joint influence of the shallowness of Neva Bight and the
narrowing of the bight near the delta of the Neva River. The long waves ap-
proaching the mouth of the Gulf of Finland increase in height by 40-50 per-
cent propagating across this gulfin the absence of wind (Averkiev & Klevanny,
2007). During the windstorm Gudrun (January 2005) an early forecast for
the maximum surge height in St. Petersburg was 3.7 m, but owing to a more
favourable trajectory and speed of the cyclone, the water level reached only
2.39 m (Averkiev & Klevanny, 2007). While the pressure change resulted in
the sea level increase for approximately 0.7 m, the additional increase was
caused by the combination of wind surge and long wave. Interestingly, this
event almost did not cause high rates of coastal erosion in the Eastern Gulf of
Finland (Ryabchuk et al., 2009).

Ahigh water level alone is dangerous only when it exceeds a certain thresh-
old, whereas a combination of unusually high water levels and rough seas
presents acute danger to depositional coasts (Orviku et al., 2003). However,
relatively moderate surges combined with high waves may cause a large im-
pact on coastal processes. Even the floods that did not exceed 1.9-2.2 m in the
vicinity of St. Petersburg accompanied by strong wind waves caused extensive
coastal erosion and sediment resuspension processes in many coastal sections.
Sequences of such events are particularly dangerous for the coastal zone, as
they do not allow the recovery of beaches and may lead to destruction of
buildings at the coast and to unrecoverable dune erosion which are observed
in the eastern part of Gulf of Finland (Ryabchuk et al., 2009).

Knowledge of wave fields is important for the development and construc-
tion in the coastal zone. However, wave measurements in the Eastern Gulf
of Finland had not been conducted regularly. Therefore, there is almost no
information about wave fields in this area, particularly in the Neva Bay.

Detailed measurements of wind parameters in several sites around the bay
could help to estimate the local wind wave fields. This information can be
used for the detection of typical wind conditions within different seasons and
to estimate duration of the strong storm events.

The main goal of this study is to prepare data for the Neva Bay for the fol-
lowing implementation in the SWAN wave model developed at the Delft Uni-
versity of Technology. Results may be used in the comparison of wind wave
fields during typical and extreme weather conditions and, combined with a
spatial distribution of bottom sediments to complete estimation of sediment
transportation due to wind waves in the bay.

2. Study area

The Neva Bay is the shallowest water area located in the eastern end of the
Gulf of Finland (Fig. 1). It is 21X15 km stretched from west to east. The aver-
age depth in the bay is around 3.6 m. The maximum depths of 5-6 m are
observed at the central western part of the bay. There are few underwater
sand-mining careers with a depth of around 10-12 m.
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Neva Bay is separated from the Gulf of Finland by Kotlin Island and a Flood
Protection Dam which was constructed in 1979-2008. The Dam is 25.4 km
long and includes six slice gates and two navigation passages which do not al-
low strong storm waves from the Gulf of Finland to enter the bay. Therefore,
Neva Bay is able to be considered as a lagoon with a local wave field.

Moreover, this area has been an extensive constructing site for the several
last years. The largest in Europe Passenger Terminal has been constructing
at the eastern end of the bay. With the shallowness of the bay, some signs of
erosion of the artificial areas were observed after strong storms. The fairways
located in the bay need to be served almost every year owing to sediment ac-
cumulation. It shows the importance of the profound study of the local wind
wave climate in the bay.

3. Data and processing

Wind speed and direction are recorded by means of an anemorhumbom-
eter (M-63) using a traditional scheme which gives the wind direction with
a resolution of 10° and averages the wind speed over a 10-min time interval
with a resolution of 1 m/s. The averaging time of an estimate of the wind
direction is 2-min within each 3-h period (Keevallik et al., 2007). The device
fixes gusts (maximum wind speed) during each observation, but it is skipped
in this study due to a lack of this information into the data.

Data obtained during 2004-09 at three observation stations located around
the Gulf of Finland and Neva Bay were selected for the present analysis.
Ozerki site is the westernmost meteorological station located at the northern
coast of the Gulf of Finland. This site is open to the dominating wind direc-
tions and reflects the wind properties of incoming marine winds. The mean
wind speed is around 3 m/s within the all data set—the highest value for all
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Fig. 1. The Neva Bay and the locations of wind measurement sites
(stars).
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three sites. Kronshtadt site is situated in Kotlin Island in the westernmost cen-
tre of the Neva Bay. This site represents the wind properties at the entrance
to the bay. Mean wind speed here is also about 3 m/s. Lomonosov observa-
tion site is located at the southern coast of the gulf at south-west edge of the
Neva Bay. Mean wind speed at this site is smaller than at Ozerki and is about
2.4 m/s. Data from the last two sites show that wind speed does not decrease
significantly during propagation along the Gulf of Finland to the Neva Bay.
Data from the observation sites located in St. Petersburg were not considered
due to distortion of wind properties caused by influence of buildings and
constructions in the city.

Monthly average wind speed for the different observation sites are shown
in Fig. 2. It reveals that in general a calm season starts in February and lasts
till August. The highest wind speeds are observed from September till Janu-
ary at all observation sites. Wind speed at Lomonosov station is significantly
smaller than at Ozerki and Kronshtadt stations, which may be explained by
the site location. During calm (spring) season, Kronshtadt and Lomonosov
stations observe a higher wind speeds, whereas Ozerki completely dominates
in autumn.

Analysis confirms that an average wind speeds in the Eastern Gulf of Fin-
land and the Neva Bay are not large, however storm surges and wind waves
are able to erode the coasts in this area. The most devastated impact to the
coast happened during the autumn-winter 2006-07 (Ryabchuk et al., 2009).
Fig. 3 shows the wind speed in January 2007 at Kronshtadt observation
site. It shows that there were 3 situations-when wind speed exceeded 5 m/s.
The events on January 10 and 17 developed gradually manner and ended
rapidly. Therefore the storm attenuation stage was very short which usually
results in high damage for a coastal zone. This situation caused one of the
highest rate of coastal erosion ever fixed in the study area (Ryabchuk et al.,
2009). Frequency distribution for different wind speeds in January 2007 is
presented in Fig. 4.

The results show that in general wind direction varies insignificantly and
most of the storms come from SW-W-NW. The maximum constant wind du-
ration may reach approximately 4-5 days.

I
o

Speed, m/s

Fig. 2. Monthly average wind speed respectively
at the Ozerki (first), Kronshtadt (second), Lomonosov (third).
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Fig. 3. Wind speed, Kronshtadt, Fig. 4. Frequency of occurrence of different
January 2007. wind speed in January 2007 (Kronstadt).

4. Conclusions

This study determines wind properties in the Neva Bay area based on
data obtained from the local observation sites. On average, the wind cli-
mate in the Neva Bay is mild. Typical and extreme properties were detected.
The dominant storm winds come from the West, the highest wind speed
reached 26 m/s for several times. The longest intervals of constant wind direc-
tions were determined (approximately 5 days). Obtained information can be
used as an initial data for the further investigations of wind wave fields using
the SWAN model for the Neva Bay.

Acknowledgements

Present study was supported by RFBR (grant No. 10-05-90700). Great
thanks Dr. Darya Ryabchuk for useful and friendly comments and Dr. A. Ko-
lesov who provided wind data for the analysis.

References

Averkiev, A. & Klevanny, K. (2007) Determining cyclone trajectories and velocities
leading to extreme sea level rises in the Gulf of Finland. Russian Meteorology and
Hydrology 32(8):514-519.

Keevallik, S., Soomere, T., Pirg, R., Zukova, V. (2007) Outlook for wind measurement at
Estonian automatic weather stations.

Orviku, K., Jaagus, J., Kont, A. et al. R. (2003) Increasing activity of coastal pro-
cesses associated with climate change in Estonia. Journal of Coastal Research 19(2):
364-375.

Soomere, T., Behrens, A., Tuomi, L., Nielsen, J. W. (2008) Wave conditions in the Bal-
tic Proper and in the Gulf of Finland during windstorm Gudrun. Natural Hazards
and Earth System Sciences 8:37-46.

Ryabchuk, D., Spiridonov, M., Kurennoy, D. et al. (2007) Lithodynamics of the north-
ern coastal zone of eastern Gulf of Finland. In: Materials of the XVII Internation-
al Scientific Conference on Marine Geology, November 12-16, Geology of Seas and
Oceans 4, 167-169 (in Russian, English Abstract).

Ryabchuk, D., Sukhacheva, L., Spiridonov, M. et al. (2009) Coastal processes in the
Eastern Gulf of Finland—possible driving forces and the connection with near-
shore development. Estonian Journal of Engineering 15(3):151-167.

203



Optimal time-interval for ones-a-day observation
of air temperature at the mouth area of the Pregolia River
(South-East Baltic)

Lidia Leitsina, Boris Chubarenko

Abstract

The data set of measurements of air temperature (every half an hour) in the
mouth of the Pregolia River (South-East Baltic) for the period from Novem-
ber 2007 to January 2010 (27 months) was analyzed. The data registered by an
automatic meteorological station of the Museum Ship “Vityaz”. The purpose
of this study was to identify the time-interval within a day, when the observed
temperature as close to the average air temperature. Both observations in the
interval 10:30-11:30 a.m. (for the months corresponding to winter time) and
10:00-11:00 a.m. (for the months corresponding to summer time in Kalinin-
grad) allow to achieve highest reliability of estimation of the mean temperature
by individual observation.

IIpoanaAu3upoBaHBI MACCHBBI JAHHBIX H3MEPEHHH TeMIEpaTypsl BO3jyXa
(kasaple 1oAadaca) B ycrbepoit yactu p. Ilperoan (I0ro-Bocrounas baaruka)
3a mepuog Bpemenu ¢ Hos6ps 2007 mo susaps 2010 (27 mecsnes), 3aperu-
CTPUPOBAHHBIX ABTOMATHYECKOH MeTeOCTaHIIHel My3eifHOTO cyjHa «BHTA3b>.
IeApl0 HCCA€ZOBAHUSA SABAAAOCH BBIABACHUE TAKOTO HHTEPBAAA BPEMEHH
B CYTKaX, B KOTOPBII HabAIogaeMas TeMIepaTypa MaKCHMaAbHO OAM3Ka K
CpesHeCYyTOYHOH TeMmeparype Bo3jyxa. Hanboapmasa 40CcTOBEpPHOCTD OIlEH-
KH CPeAHECYTOUHBIX TEMIIEPATYP MO € JUHUYHBIM HAOAIOJEHHAM JOCTHIAECTCS
IpH NPOBEJEHUU 9TUX HabAogenuil B uTEpBaAe 10:30-11:30 gAa Mecanes,
COOTBETCTBYIOIIUX 3UMHEMY KaAMHUHTpajckoMy Bpement, u 10:00-11:00 ansa
MeCsAIeB, COOTBETCTBYIONUX A€THEMY KAAUMHHUHTPACKOMY BPEMEHH.

The air temperature data of automatic meteorological station of the Mu-
seum Ship “Vityaz” (every half an hour) for the period from November 2007

to January 2010 (27 months) was analyzed (Vitiaz, 2009, 2010). MS “Vitiaz” is
located in Kaliningrad, 7 km upstream the mouth of the Pregolia River enter-
ing the Vistula Lagoon (South-East Baltic).

Lidia Leitsina, Boris Chubarenko (I)
P.P. Shirshov Institute of Oceanology RAS, Atlantic Branch, Kaliningrad, Russia
e-mail: lvleitsina@mail.ru
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The initial matrix of measured temperature deviation from the daily aver-
age (48 measurements per day, 822 days) was compiled for analysis. Elements
in the matrix are the absolute differences between the actual temperature at
time of measurements and the mean value for the current day:

§.=|T-T.],
Yy g J

where Ti/—the air temperature in the i-th moment (7=1-+-48) of measurement
and the j-th day (j=1+822), T'—the average temperature for j-th day.

To estimate the time interval within a day-time when deviation of daily
average temperature from the measured temperature is minimal (Fig. 1), de-
viations for the fixed moment of measurements was averaged through all days
of a period November 2007 to January 2010, i.e. matrix ¢, was converted to
vector A, (1=1+48). Months relating to winter time (November—March) and to
summer time (April-October) are considered separately (Fig. 2).

In the months corresponding to the local winter time the deviation ranged
between 0.4 and 0.8 °C with local minimum at the period 10:30-11:30 a.m.
(Fig. 2a). Deviations during summer time are much higher, from 0.6 up to
1.9 °C. There are two well pronounced minimums—at the periods of 10:00-
11:00 a.m. and 09:30-11:00 p.m.

Nowadays man-made instrumental control measurements are conducted
once a day at the MS “Vitiaz” at the time of 9:00 GMT. It gives 11:00 a.m. lo-
cal time during November—March, the winter time, and 12:00 a.m. local time
during April-October, summer time.

Due to natural daily variations of air temperature, there are two possible
time intervals when real temperature “crosses” the level of its daily average
value (Fig. 1). It usually happens before noon and before midnight.

The deviation between once-a-day measured air temperature and its daily
average value very much depends on season, namely, on daily amplitude of
temperature variations. The deviations in winter time are much less then
ones for the summer time.

The time intervals, when deviations between once-a-day measured air tem-
perature and its daily average value are minimum, could be calculated for
each month or week, But, from practical points of view, it is recommend-
ed to make once-a-day measurements at 11:00 a.m., at the winter time, and
10:30 a.m., at the summer time. This recommendation is valid exactly for the
point of measurements at the mouth of the Pregolia River. For any other loca-
tions, considerably remote from this point, an optimal time interval could be
slightly different.

Fig. 1. What time duringthe 1 o
day is the most favorable
to measure air temperature / I
to obtain the temperature T
value more close to the daily
averaged temperature?
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-

? time

205



L. Leitsina, B. Chubarenko

08
0,6 -, T, ad

04 e vl

Deviation, C
#
LY

0,2

0

O A0 A0 5D QO 40 40 A0 A0 A0 A0 A0 4D 4D A0 A0 A0 KO
*a%%%»,»;o,a%mmamw’aa@x%e;@z,ﬁ.ﬁb
SN N N RN N A I v i

TTNT AT BT N ST 6T AT & o

(b) :

Deviation, C

© AP aD AP AP 4D 4D 4D 4D AP 4P D D N R ]
oD R oD R AP D AP D AP P AP D AR D D AP AP AP AR AR AR AP oD A
QTN AT AT N G BT AT BT o i N T N 5T E T LS .p?’.f»?’qw- s

Fig. 2. The deviation of the measured temperature from the daily average for

each period of measurement averaged over the months of winter (a) and sum-

mer (b) time for the interval of November 2007-January 2010. Automatic sta-

tion at the Museum Ship “Vitiaz”, Kaliningrad. The Pregolia River mouth, South-
East Baltic.
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Modeling of suspended matter transport in the Neva Bay
and the Eastern part of the Gulf of Finland

Mikhail Molchanov, Tatjana Eremina,

Ivan Neelov

Abstract

The aim of research is to study of the suspended matter spreading in the shal-
low estuary using mathematical modeling. For carrying out of calculations
was used high resolution 3D hydrodynamic model, developed by RSHU (Nee-
lov et al., 2003). Calculation area of the model includes the Neva Bay and the
Eastern part of the Gulf of Finland. The model has spatial and vertical resolu-
tion of 250 and 2 m accordingly. The substances have been conditionally divided
into three fractions with the different gravitation speed. The period of May—
September 2007 was chosen as calculation period because the hydrotechnical
works in the Neva Bay was carried out at that time. The comparison of modeling
results with the satellite images and field data gives a good agreement of the
suspended matter fields in the investigated area.

IleABIo MCCAEZOBAHHA ABAAETCA U3YIEHHE PACTPOCTPAHEHUA B3BEIIEHHBIX
BEIIECTB B MEAKOBOJHOM SCTYapHH HAa OCHOBE MAaTEMAaTHYECKOTO MOJAEAHPO-
BaHuA. /IAsg mpoBejeHnsa pacdeTos ObIna MCIIOAB30OBaHA 3-MepHAsA THJPO-
AUHAMHYECKAasg MOJEAb BBICOKOTO paspemieHus, padpaboranHasa B PITMY
(Neelov u ap., 2003). Pacuetnasa obaacTe MoJgeAn oxwaTeiBaeT Hesckyio ry-
6y 1 BOCTOUHYIO 9acTh OHHCKOTO 3aAMBA C MTATOM IO TPOCTPAHCTBY 250 M 1
BEPTUKAABHBIM paspenieHueM 2 M. MogeAupoBanue IpoBOAUAOCH JASL TPEX
$pakmuii B3BECH, UMEIONTUX PAa3AUYHbIE CKOPOCTH oceJaHuA. PacueTsr mpo-
BOAUAHUCH ¢ Mast 110 ceHTsA6ps 2007 r., B 11€pHO/J HHTEHCUBHBIX THAPOTEXHH-
geckux paboT B Hesckoii rybe. PesyabTaTsl MOJEAHMPOBAHHA BEPUPHITHPOBA-
AHCB C HCTTOAB30BAHNEM CYTHHKOBBIX CHUMKOB U 9KCIEAUIHOHHBIX H3Mepe-
Huit. CpaBHEHHE PE3YALTATOB MOJAEAMPOBAHUA CO CMTYTHUKOBLIMH CHUMKAMHU
U JAaHHBIMH HabATOZEHUIT TOKAa3aA0 HX XOPOIIIee COTAACOBAHUE.

Mikhail Molchanov, Tatjana Eremina, Ivan Neelov (><)
Russian State Hydrometeorological University, St.-Petersburg, Russia
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1. Introduction

Since mid-1960s the Neva Bay and the Eastern part of the Gulf of Finland
have been under continuous anthropogenic impact due to active hydrotechni-
cal works carried out in the Neva Bay, such as: land build-up of the western
territories of Vassilievsky and Dekabristov islands, bottom dredging, construc-
tion of the Flood Protection Barrier (FPB), dumping.

Presently, starting from summer 2006 the build-up of a territory near Vas-
silievsky Island has been one of the most urgent problems affecting the inves-
tigated water ecosystem.

In summer 2007 a catastrophic situation occurred behind the dam in the
Neva Bay and the Eastern Gulf of Finland due to pollution and the increase
of water turbidity. Active dredging, land build-up and ground transfer to
make new territories in the area of Vassilievsky Island have been carried out
in the Neva Bay in front of Vassilievsky Island near the Lahta settlement.
At the same time there was a high bottom dredging activity in the naviga-
tional channels near Lomonosov and Kronshtadt. There was a large-scale
extraction of sand from the bottom and its loading on barges behind Kron-
shtadt on the Kronshtadt road near the London shoal. These works resulted
in water turbidity in the Neva Bay to reach its critical values. For many dec-
ades all possible suspended matter and sediments carried by the Neva River
have been settling down here. The works on bottom ground transfer caused
high amounts of silt, sediments and suspended matter to be lifted (Rumyant-
cev & Drabkova, 1999).

Determination of the range of suspended matter distribution and time-
space variability of suspended matter content in water and areas of matter
sedimentation is possible only on the basis of methods of mathematical mod-
eling.

Modeling of suspended matter transfer and distribution in the Neva Bay
and the Eastern part of the Gulf of Finland was carried out by several research-
ers (Rukhovets, 1982, Andrejev, 1982, Afanassiev, 1982, Afanassiev & Voro-
byev, 1980). Most part of mathematical models is based on the admixture
transport equation with corresponding boundary and initial conditions which
are determined by a specific task setting. For example, in (Rukhovets, 1982)
besides the calculation of steady flows the numerical experiments to study
passive admixture transfer in natural conditions and conditions of FPB con-
struction were conducted. Pollution sources were located at the mouth of the
Great Neva, in the Morskoy channel route and in the north of the Neva Bay,
calculation was performed in conventional units. Modeling results showed
that there are significant differences in the distribution of admixture over the
Neva Bay area; however, the value of background concentration coming from
pollution sources is very important.

A calculation of passive admixture transfer by the flow circulation from one
source is presented in (Andrejev, 1982). A pollution source was located in the
east of the area and wind was set spatially homogenous. Average long-term
discharge at the Neva mouth was distributed along the branches proportion-
ally to their sections. Resting state was taken as the initial condition.

(Afanassiev & Vorobyev, 1980, Afanassiev, 1982) are devoted to the model
investigation of suspended matter fields’ formation in the Neva Bay under the
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effect of the Neva flow in various hydrometeorological situations. The model
developed by the author was applied to study the impact of the Flood Protec-
tion Barrier on suspended matter distribution with the account for gravita-
tional sedimentation and particle stirring.

This model was also used to study the distribution of suspended matter in
the Neva Bay and the adjacent part of the Gulf of Finland accounting for FPB
in modern conditions, i.e. with no pollution sources present (due to dredg-
ing works) for flow and flow-surge situations. Model experiments showed that
when there are no suspended matter sources of anthropogenic origin, the
determining factors of its fields’ formation are the Neva flow and hydromete-
orological conditions in the region. In conditions of increasing flow and wind
impact the stirring processes cause a rise of suspended matter concentration
in coastal shallow areas of the Neva Bay and the Eastern Gulf of Finland.
In conditions of decreasing flow and no wind the predominant factor is the
gravitational sedimentation of particles.

In all listed models wind conditions were set as spatially homogenous and
temporally constant that in its turn made a relatively homogenous picture of
flows and suspended matter distribution. Besides, these models considered
particles belonging to one size fraction with the set constant rate of sedimen-
tation.

The present work investigates the features of distribution of suspended
matter on the basis of a mathematical model with high spatial resolution and
atmospheric forcing set according to the data of reanalysis of European Cen-
tre for Medium-Term Weather Forecast (NCEP).

2. Methods and materials

A modified 3D hydrodynamic model of the Baltic Sea developed by
I.A. Neelov (Neelov, 1982, Neelov et al., 2003) was used to simulate the dis-
tribution of a suspended matter spot coming to the Neva Bay as a result of
dredging works.

The model is based on full hydrothermodynamics equations in the Bouss-
inesq and hydrostatics approximations including the equation of sea water
state in the form suggested by UNESCO. Vertical turbulence is described on
the basis of the original turbulence b-1 model. The original iteration scheme
of free sea surface calculation is used for numerical simulations. Advection
members are described by the scheme of the second order of accuracy for
spatial coordinates.

The system of equations supplemented by corresponding boundary condi-
tions is solved by the finite difference method. The numerical scheme is bas-
ed on the implicit iteration scheme of liquid free surface calculation that al-
lows to significantly increase the time step. The implicit scheme (run) is also
used for the calculation of vertical turbulent flows of impulse, heat and salt.
To solve the turbulent energy balance equation the implicit scheme is also
used—a run with iterations. Advection members and members describing
horizontal diffusion are calculated according to the explicit scheme. Spatial
derivatives are approximated at the disperse Mesinger-Arakava grid (B-grid),
i.e. velocity vector is calculated at the grid nods and temperature, salinity
and free surface—in the centre. Advection members are calculated using the
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directed differences against the flow with addition of anti-diffusion member
that compensates calculating viscosity.

The advection-diffusion equation that is realized together with hydrother-
modynamic model was used to study the process of suspended matter transfer.

The following conditions were set for numerical experiments: the total Ne-
va discharge was set as average monthly long-term values and proportionally
distributed over the branches. The amount of emission from a local continu-
ous source was 10 million tons which were distributed evenly over the entire
period of dredging works (7 months).

The NCEP data of reanalysis with 6-h time step and 2-degree resolution
were used for the calculation that included data on air temperature, atmos-
pheric pressure, wind rate, absolute humidity, cloud cover and precipitation.

The calculation of suspended matter transport has been carried for the
period of June—November 2007. The horizontal resolution was 250 m, vertical
resolution—2 m, time step—120 s. Particles have been conditionally divided
into fractions with different gravitational speed.

3. Discussion

The calculations made it possible to analyze the time-space variability of
suspended matter transport in the investigated water area.

Absence of authors’ access to data of observations of suspended matter con-
tent during the period of dredging and land build-up works made it impos-
sible to carry out a quantitative comparison of modeling results. Thus, the
comparison was held only on the basis of satellite images. The comparison
results are presented on Figs. 1, 2 and show their relatively good agreement.

It is evident that the main suspended matter flow was spreading along the
northern coast of the Neva Bay; then suspended matter passing through the
FPB North Gate was filling in almost the entire resort zone and was spread-
ing further north-westwards reaching Berezovye Isles. Further calculations
showed that the pollution by suspended particles of small fractions was re-
maining and spreading during a very long time in the large part of the water
area even after the dredging works have been finished.

(a) (b)

10°(=5) , time12207AUG2007

Fig. 1. Satellite image taken on August 7, 2007 (a) and suspended matter concentra-
tions (mg/1) in the 2-meter surface layer, simulated by the model for the calculation date,
August 7, 2007 (b).
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(a) (b)

10*(=5) . time12Z255EP2007

Fig. 2. Satellite image taken on September 25, 2007c¢ (a) and suspended matter concen-
trations (mg/l) in the 2-meter surface layer, simulated by the model for the calculation
date, September 25, 2007 (b).

Fig. 3. Thickness of settled sediment (mm)
at the end of simulation period (Novem-
e ber 30, 2007).

R e o = ——— - — s
' ? 3 g ] 0] = @ wo

An assessment of settled sediment thickness was performed on the basis of
the calculations made (Fig. 3). The maximum thickness of suspended parti-
cles with grain size of less than 0.01 mm was 40 mm. The main part of sus-
pended matter settled down in the Morskoy channel, in the Neva Bay and the
adjacent shallow area of the Gulf of Finland.
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Hundred-years dynamics of near-midday water levels
in the mouth of the Pregolia River (1901-2009)

Svetlana Navrotskaya

Abstract

The time variations of the water level at the mouth of the Pregolia River at
Kaliningrad are investigated. Daily near-midday observations (1996-2009) ful-
filled by the Atlantic Branch of P.P. Shirshov Institute of Oceanology of Russian
Academy of Sciences at the Museum Vessel “Vityaz” located in the center of Ka-
liningrad are used. For comparison Annual data from the beginning of the last
century (1901-2006) at the point Kaliningrad—-Rybachyi (former Konigsberg) is
involved. The tendency of growth of an average level in South East Baltic Sea
has been proved: the steady positive linear trend for average and minimal levels
and weak trend—for maximal levels. Variation in amplitudes between extreme
levels is characterized by a negative trend. It testifies to the greater contribution
of increase if minimum levels to the rise of an average level. To last years this
process goes more intensively.

HccaegoBaH BpEMEHHOM TpPeH/ yPOBHSA BOALI B yCTheBOI yacTu pexu Ilpe-
roau B Kaaununnrpage. FICIOAB30BAHBI €KECYTOUHBIE OKOAOIOAY/JEHHBIE Ha-
6ar0aenusa (1996-2009 rr.) ATAAHTHYECKOTO OTAEAEHUS HHCTUTYTA OKEAaHO-
Arorum uM. I[LTI. Mupmosa PAH na My3seiinom cyane «Butase». Jas cpasHe-
HHA IPUBACYEHBI JaHHBbIE ¢ HadaAa npomaoro seka (1901-2006 rr.) B nyHkre
Kaanuunnrpag-Preibaunii. [TogrBepkgaeTcss MHOTOAETHAA TEHACHIIUA POCTa
cpeanero yposHsa B IOro-Bocrounoit baatuke. IToAokuTeAbHAs AHMHAMUKA
6oAee ABHO BBIpAKEHA AAS CPEJHUX U MUHUMAABHBIX YPOBHEH U MeHee SB-
HO — JIASI MAKCUMAABHBIX. PazMax KoreGaHUIt MEK Ay DKCTPEMAABHBIMH YPOB-
HAMU XapaKTEPHU3YETCsl OTPULATEALHBIM TPEHAOM. DTO CBUAETEABCTBYET O
6oAbIIEM BKAAJE POCTA MUHMMAABHBIX YPOBHEH B IIOABEM CPEJAHETO YPOBHSI.
ITponecc »ToT B HOCA€A4HUE T'O/AbI HAET 6OAE€E HHTEHCHBHO.

Study of the water level regime of coastal reservoirs has the big practical
significance for the population and its economic activities in these regions.
Forecasts of increase of a water level which can occur in connection with

Svetlana Navrotskaya (><)
P.P. Shirshov Institute of Oceanology RAS, Atlantic Branch, Kaliningrad, Russia
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warming of a climate observable in last years are especially important: growth
of precipitations causes increase of a river drain. On change of a water level
in the river mouths significant influence also wind-driven processes which
are caused by strong winds above a coastal zone of the seas. Such object is
the mouth of the Pregolia River running in Vistula Lagoon. Unfortunately,
now the number of hydroposts on the river is reduced. Therefore it is valu-
able, that with 1996 of supervisions over a level are conducted in the center
of Kaliningrad by Atlantic Branch of P.P. Shirshov Institute of Oceanology of
Russian Academy of Sciences (ABIORAS) at the former vessel-museum “VI-
TYAZ”. She anchored at 9 km upstream of the river mouth. The width of the
river is up to 90 m. Regular observations over a water level, and also wind
and rainfall, were fulfilled every day in near-midday time (09 h World (UTC)/
Greenwich), in the winter in 11 h, in the summer in 12 h of local decretive
time. By the end 2009 of observations over a level have made a number of
daily readings for 14 years, it’s analyzing possible to draw conclusions on fea-
tures of river regime for this period and on tendency of a development.
Variations of the mouth river level measured in 1996-2009 in the center
of Kaliningrad near vessel-museum “VITYAZ” are individual for every year.
Nevertheless the intra-annual course of a mean level generalized for 14 years
reflects some seasonal rhythm (Fig. 1, 2). The long-standing intra-annual dy-
namics of level is characterized by quite precise seasonal maxima close to
values (February—19 cm, July—18 cm and November—22 cm), they corre-
spond to the peculiar to a local climate periods of winter gales and long thaw-
ing period, maximum in rainfall and autumn strong set-up winds. But the
spring minimum is swept especially in annual level dynamics: in the Pregolia

—A—1-—8—2—+-3 -4
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River mouth site the biggest recession (April-May—up to 1 cm) is observed.
It is influenced by the spring weak zone wind component, also reduction of
quantity precipitations influencing a drain—its minimum is fall for Febru-
ary-April. Intra-annual dynamic of level in 1996-2009 is characterized by the
positive linear trend. The overall annual mean level estimated for 14 years is
of 13 cm.

The atmospheric processes play the principal role in the occurrence of such
conditions, especially action of the western winds: they can cause flooding and
spreading of salt waters from shallow Vistula Lagoon up to the river stream.
Strengthening of the western circulation to last years increases quantity of
rainfall within the drainage basin, leads to increase of frequency and mag-
nitude of surge storms. Well positive and statistically significant linear trend
of average level, zone component of wind and rainfall confirm that (Fig. 3;
Tables 1, 2).

Table 1

Trend rates for rainfall and latitude (zone) component
of wind for 1996-2008 and Student’s coefficient (t_)

Parameter Rainfall, Zone wind,
mm/year ms~'/year
Trend 17.50 0.02
" 1.40 Insignificant

Well expressed linear tendency in dynamics of annual levels 1996-2009
(“Vityaz”) shown on Fig. 3 and Table 2. It concerns to both an average level
and measured extreme values. H, and H A have small, but significant posi-
tive trends. /, _and amplitude of level monthly fluctuations show a negative
trend. It is possible to consider, that steady positive growth of average water
level during 1996-2009 caused mostly by an increase in minimal levels.

In the mouth Pregolia River at the point Kaliningrad—Rybachyi (Koénigs-
berg), we have annual level data in 1901-1980 (Extreme values of level... 1982)
and in 1977-2006 (Atlas... 2007). The tide gage Rybachy (now does not exist)

—m—river level
rainfall
—A— ind
120 - zone win aa Fig. 3. Variations and trends for
' monthly averaged values of water level,
100 1 T12 rainfall and latitude (zone) component
T 1 of wind for 1996-2008, Kaliningrad
£ 80 “\/r ” A
g 1os (“Vityaz”). Note: the values of rainfall
E 60+ g are reduced in 10 times to be ex-
s 0 | T8 2 pressed by the same axis as water
E toa = level.
T 20 qu.” 0.2
07 +o0
-20 A+ 0,2
96 98 00 02 04 06 08 years
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is located of 3.5 km down stream from the “Vityaz”. The variations of annual
mean and extreme levels according these data are in the Fig. 5.

The appreciable rise of mean water levels is evident for the last century.
It is seen in all periods, that trend for maximal levels are weaker than one for
minimal level. All the calculated variants of trends on these data are collected
in the Table 2. Obviously, rise of a minimum level have the greater effect
on growth of average level during the considered periods. For Kaliningrad—
Rybachyi (Kénigsberg) a growth of an average level for 100 years has made in
general nearby 20 cm (Tables 2, 3; Fig. 6), especially in last years (1977-2006)
when the increase of the level equals to 11 cm. The greatest growth is noted
for the mean annual water levels at “VITYAZ” in short period 1996-2009: by
the end of the period the level has risen by 14 cm. During 100 last years maxi-
mal amplitude of water level variations for Kaliningrad—Rybachyi is 316 cm
(Table 3).
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Fig. 5. Inter-annual dynamics of amplitude of monthly variation of water level (1)
and maximal (2), mean (3) and minimal (4) water level values and their linear trends.
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Table 2
Long-term water level trends in 1901-2009 and their Student’s coefficient (¢ )
Years | Increase ean _ in Amplitude
of mean Trend,| t, |Trend t, Trend £ Trend g
level, mm/ mm/ mm/ mm/
cm/pr year year year year
“VITYAZ”
1996-
2009 14 10.2 | 241 | =51 |insign. | 2.5 |insign. | =7.6 | insign.
Rybachy
1901-
1980 8 1.0 [330| 0.5 |insign.| 1.2 1.55 | -0.7 | insign.
1901-
2006 20 1.9 |671| 14 1.61 2.5 449 | -1.2 1.27
1977-
2006 11 3.8 |245| 14 |insign.| 34 |insign.| -3.8 |insign.
Table 3

Average annual and extreme levels, maximal amplitude for annual variations
of water level (cm) for 1901-2006 by decades, Kaliningrad—Rybachyi

Years Annual +0 | Maxi- Date Mini- Date Max. am-
mean mal mal plitude,
year
1901-10 -12 5.29 147 | 30.XI1.06 -128 | 25.X11.04 233
(1906)
1911-20 -12 5.29 166 | 27.X11.13 -96 |4.X1.20 254
(1913)
1921-30 -8 7.74 147 | 26.1V.27 -82 | 25.111.28 205
(1930)
1931-40 -12 6.09 116 | 12.I1X.32 -95 | 5.X1.39 176
(1934)
1941-50
1951-60 -7 7.14 125 | 26.VIIL.56 | =104 |6.XII.59 200
(1956)
1961-70 -4 5.99 160 | 18.X.67 -72  22.1.69 217
(1967)
1971-80 -4 4.65 132 | 8.1.75 -102 |17.X.76 224
(1976)
1981-90 6 6.90 188 | 29.1.83 -66 |26.111.84 229
(1983)
1991-2000 4 741 182 | 4.XII1.99 77 11.X1.93 222
(1999)
2001-06 8 2.73 138 | 18.XI. 04 -58 | 7.I11.03 171
(2004)
1901-2006 -5 8.76 188 | 29.1.1983 -128 |25.XI11.1904 316
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mLevel

Fig. 6. Average annual levels (H, cm) for 44
1901-2006 on decades, Kaliningrad 21
(Rybachy).
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The water level increase at the mouth of the Pregolia River during 1996-
2009 is the continuation of the tendency of level growth marked in previous
years behind 1901 in the Vistula Lagoon and the South-East Baltic (Daili-
diené et al., 2006, Jamalavicius et al., 2007, Gilbert, 2008). Climatic changes,
both regional, and global could be the cause of this tendency. It is important
to watch for—does the water level increase create threat to low coastal areas
in the center of Kaliningrad?
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On the flow vertical structure of shallow
strongly stratified basin in summer

Olga Pitalskaya

Abstract

We conducted measurements at Lake Shira in order to determine its hydro-
physical characteristics. The measurements were made using Acoustic Doppler
Current Profilers (ADCPs) 600 and 1,200 kHz. These current profilers make it
possible to identify three-dimensional velocity along the liquid column up to a
depth of 14 (ADCP 1200) and 60 m (ADCP 600). Also we used SonTek Acoustic
Doppler Velocimeter (ADV) 16 Hz, which measures the three components of
velocity at the point. After field data processing, we have compared these data
with data obtained by mathematical modeling of wind flows using the Ekman’s
model. These results clarify some important characteristics used in the numeri-
cal calculations.

IlpoBegensl HaTypHBIe H3MepeHuA Ha o3epe lllupa c 1eApio onpegereHns
€ro ruJpoPU3NIecKUX XapaKTepPUCTHK. M3MepeHUA NPOBOJHAUCH C ITOMO-
HIBI0 AKYCTHYECKUX JONAEPOBCKUX npodurorpados reuenuit ADCP 600 u
1200 kI'ty, cr1ocCOGHBIX OIIPEAEAATh TPEXMEPHYIO CKOPOCTh BJOAb BCETO CTOAOA
KHAKOCTH Ha TAy6uny 40 14 M (ADCP 1200) u 60 m (ADCP 600), u npu nnomo-
mu mpubopa SonTek 16 'y, KOTOPBIN H3MepAET TPU KOMIIOHEHTHI CKOPOCTH B
TOYKe.

1. Introduction

Acoustic Doppler Current Profiler (ADCP) is device of a new technology for
hydrometric observations and now is widely used to measure the velocity field

in the cross section of the flow in rivers, in lakes and marine waters (Admi-

raal & Demissie, 1996, Wewetzer et al., 1999, Simpson, 2001, Best et al., 2001,
Kostaschuk et al., 2005). It has found application in conducting hydrometric

surveys, monitoring of water surface and in the scientific research.
At the present time ADCP is produced abroad by firms SonTek, R.D. In-

struments, Nortek. ADCP has many significant advantages over traditional

Olga Pitalskaya (>)
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methods of hydrometric observations, for example, with hydrometric current
meters, though there are some restrictions on its usage.

In July 2009 measurements of hydrodynamic characteristics of wind move-
ment of a liquid have been conducted at Lake Shira (Hakasiya). The impor-
tance of this problem lies in the fact that these data are as initial data, and as
verification of numerical models used for determining hydrophysical charac-
teristics of Lake Shira and for estimation of biological substances distribution
in the lake.

The unique therapeutic salt lake is part of the resort “Lake Shira”. The in-
crease in recent years, anthropogenic pressures on the lake created a threat
to reduce the healing properties of water and, accordingly, has set a target of
complex study of the ecological state of the lake. Investigations continued in
the direction of the study of biological and chemical properties of water, and
on mathematical simulation of hydrophysical regime.

The Shira is an inland lake, without islands. The Son River flows into the
lake from the south. As the inflow is very little, river only influences the part of
the lake near its mouth. The bathymetry of the lake is presented in Fig. 1. The
lake has an oval shape and is 9.4 km long and about 5 km width. The water
area of the lake is 34.7 km?, average depth is 11.2 m and the maximum depth
over the past few decades has changed from 21 to 24 m (at this time—24 m).

2. Results

Temperature measurement has shown that in the observation period (Ju-
ly 11-20, 2009) in the lake thermocline is formed. The upper boundary of
thermocline is 5 m, the bottom is 10 m. These data are been presented by
D.Y. Rogozin, PhD, the Institute of Biophysics. The horizontal temperature
gradient is virtually absent. Water salinity varies in the direction of decreas-
ing (from 18-22 g I! according to the observations in 1958 to 11-13 g 1! on
observations in 2004).

In-situ measurements were made with instruments ADCP of firm RD In-
struments (RDI) 600 and 1,200 kHz and the company SonTek 16 Hz. RDI are
capable to determine the three-dimensional velocity along the entire column
of liquid to a depth of 14 m (RDI 1200) or up to 60 m (RDI 600). This liquid

Fig. 1. The bathymetric map
of Lake Shira (depth indicated
in meters).
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0 ; : ' : Fig. 2. The typical temperature
: distribution and salinity over depth
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column is broken into sections (depth cell), each of which is measured by the
average speed. The size of the depth cell determines the depth at which the
device starts the measurement and the distance from the bottom or surface on
which the measurements are acceptable. The device SonTek 16 Hz measured
three components of velocity at the point. We used adjunct software packages
for configuring, data collection and review. All the devices used in standalone
mode. Fig. 3 shows the format of the output values of the time series for the
velocity and correlation of data obtained using the device SonTek in ViewHy-
dra program. The measurements were carried out with following parame-
ters: the north-east wind is 2.3 m s, depth is 1.5 m, the velocity range is from
-2.5 to +2.5 m s7' and the total depth at the point is 24 m. The program also
allows you to conduct minimal processing and smoothing data.

The data were processed as follows: first discarded the values for which
the correlation was less than 50 percent, then the velocity in all directions
averaged over time. Fig. 4 shows the data after some preliminary processing.
Measurement results of RDI 600 at the depth of 24 m with depth resolution
of 2 m are shown. The transducers are directed downward. Wind is north-
eastern, 3—4 m s, u is the east component of velocity, v is the north compo-
nent of velocity.

After field data processing, we have compared these data with data ob-
tained by mathematical simulation for wind-induced flow of homogeneous

e
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Fig. 3. The changing of velocity value by time.
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liquid. Fig. 5 shows the velocity hodographs for the four cases. Hodograph
depicted by diamonds is made by in-situ measurements (1). The dotted line
(2) is hodograph, constructed by the formula of drift component with constant
coefficient of vertical turbulent exchange and with condition of adhesion (We-
lander, 1968):

il
W sh Va (z+H)

z

W=u+w= : >

ViIK ch (\/IZ{IH)

the wind stress:

W=t i, 1,=1.25-10% pw | W], 7,=1.25-107p,w | wi.

Calculations have been made with the following parameters: H=24 m,
[=0.00015 57!, p =1000 kg m™, p =1.225 kg m™>, | W |=6.5 ms", K =3-10"m?s™".

In the case of the variable coefficient of the vertical turbulent ex-
change K =cz+d, for model with taking into account horizontal viscosity
(K =K =1 m*s™'), we can write the solution of its equation in the form of series
with the modified Bessel functions [ (¢), K (), é=cz+d (Witten, 1976, Kom-
paniets et al., 2009). This solution is shown on Fig. 5 by dotted line (3).

When K =de", the so}ution has the similar form and its can be written
through / (E) K (€), £&=e *. This solution is shown on Fig. 5 by solid line (3).
We have c0n51dered these cases when ¢=1.5-107°, d=4.8-10"° and A=2-1072,
0=3.8-107 for linear and exponential distribution respectively.

3. Conclusions

The simple models of homogeneous fluid, starting from the depth of 3 m
to the upper boundary of thermocline, can be used for estimation of the flow
in the upper quasi-homogeneous layer. The results in the near-surface layer
are very much different and can be explained by the fact that we consider

: . : . . . . .
Voene 5t S 0me -oms 0o4 om0z om | 0Rnn #, mst

Fig. 4. The velocity hodograph. Fig. 5. The comparison of the velocity
hodograph from H=-8 mto H=-1.7 m.
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analytical solutions without taking into account geostrophic component. In-
situ data may correspond to the restructuring of the flow in accordance with
the changing wind, while the analytical solutions are dealt with the stationary
case.
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Internal waves in shallow water bodies

Ekaterina Plotnikova, Aleksey Kuleshov

Abstract

Study of internal waves is very important problem of oceanography. These waves
have gravity nature therefore they are formed in the region of vertical density
stratified water. Disturbance of the stratified medium causes the restoring mass
force, therefore the medium oscillates. Internal waves are of practical impor-
tance. They influence on the physical, chemical, biological processes happening
in the seas and oceans. For example they further sound scattering, cause erosion
of port installations and are very dangerous for submarines.

OzHOI U3 AKTYaABHBIX MPOOAEM COBPEMEHHOH OKEAHONOTHH ABAAETCA MPO-
6AeMa IcCcAeJ0BAaHN A BHYTPEHHUX BOAH. DTH BOAHBI HMEIOT TPABUTAIJHOHHYIO
npupogy 1 GOPMHUPYIOTCA MOITOMY B OOAACTH BEPTUKAABHO HEOAHOPOAHOTO
NPOQPUAS TAOTHOCTH MOPCKOMH BOABI — B 0OAACTH NUKHOKANHA. Bosmyijenune
CTPAaTUPUITUPOBAHHON KH/KOCTH IIPUBOAUT K BOSHUKHOBEHHIO BO3Bpalalo-
IIUX MACCOBBIX CHA, B PE3yAbTaTe AEHCTBUA KOTOPBIX CpeJa OCLIUAAMPYET.
3HaueHue BHYTPEHHUX BOAH JOBOABHO BEAUKO. OHM OKa3bIBAIOT CYHIECT-
BEHHOE BAMAHUE Ha PUINIECKHE, XUMHYECKHE U GHONOTHIECKHE MPOIECCHI,
HPOUCXOAAIIME B OK€AHaX U MOPsAX. Tak, HanipuMmep, BHYTPEHHUE BOAHBI CIIO-
COOCTBYIOT PACCEAHHIO 3BYKa, YYaCTBYIOT B Pa3MbIBE€ OCHOBAHHI IMOPTOBLIX
COOPY’KEHUMH, TPEACTABAAIOT OOABITYIO OMMACHOCTD JASA MOABOJHBIX AOJOK.

1. Methods and results

Our aim was to measure characteristics of the internal waves in Vislinsky
bay. Special feature of the experiment is that medium adaptation to the grav-
ity force is explored in shallow water bodies (the maximum depth is about
12 m) in contrast to the biggest part of the same researches. Theoretical fre-
quency of internal waves can be calculated using formula for Brunt-Viisila
frequency:

Ekaterina Plotnikova (<)
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SV S
p dz

where g—gravitational acceleration, p—potential density, dp/dz—density gra-
dient at the given depth.

As usual, the water column stratification in the sea is not too big therefore
internal waves are characterized by big periods—f{rom few minutes to several
hours. The task given in this research was to visualize internal waves in the
Vislinsky bay using CTD-zond. At first we made vertical probing to define
density.

Then we had to detect depth where the gradient of the density dp/dz is
ultimate and carry out time profiling. Two measurements lasted one hour
each other were made at the depth of 4.4 and 7.8 m and formula evaluated
frequencies are 0.015 and 0.0001 Hz.

Time-base sweep of oscillation processes appears to be complex wave pat-
tern including a lot of unnecessary noises. Because of its small self-descrip-
tiveness we had to get and analyze energetic spectrums. At the depth of 7.8 m
there were no neat waves therefore I eliminate results of this experiment.

On the Figs. 2-3 you can see spectrums for temperature, salt and oxygen
content oscillations at the depth of 4.4 m. Maximum of intensity is observed
on the small frequencies. Corresponding to frequencies less than 0.001 Hz
periods are bigger than 20 min but measurement time was about one hour
consequently data about such small frequencies should be eliminated. Thus
value of measured frequency is about 0.002 Hz which is in a rather good cor-
respondence with theoretical magnitude. The underlying cause of this devia-
tion is dependence of frequency on the way of linear approximation on Fig. 1.
Thereby the significant peculiarities of internal waves in the Vislinsky bay
were researched and perspectives for the nearest researches were outlined.
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Mathematical modeling of spatial-temporal dynamics
of current fields in the Neva Bay, the Gulf of Finland

Konstantin Podgornyj

Abstract

Flow regime in the Neva Bay is formed in the result of interactions of processes
of different temporal scales, and characterized by high spatial-temporal vari-
ability. Values of water current velocities components averaged over depth were
determined in the result of numerical integration of Saint-Venan system equa-
tions without considering turbulent mixing. In order to build the numerical
solution an implicit differential scheme straddling in space and time utilizing
method of alternated directions was used. Modeling was performed during the
whole period of open water for natural as well as project conditions i.e. in the
presence of Saint-Petersburg flood control facilities’ complex. It was shown that
modeling data are in good correspondence with all observed characteristics of
flow structure formation in the water body.

Pexum Teuennii 8 Hepckoit rybe popmupyercst B pe3yabTaTe B3auMogeicTeus
IPOLECCOB PA3AMYHBIX BPEMEHHBIX MACIITA00B 1 OTAMYAeTCS GOABILION MTPO-
CTPAHCTBEHHO-BPEMEHHON M3MEHUMBOCTBIO. [Ipu MogeAnpoBaHUM 3HAYEHU S
CpeAHUX MO TAYOMHE COCTABASIONIUX CKOPOCTH TE€YEHHs ONPEAEASIAMCH B pe-
3YABTATE YHMCAECHHOI'O HHTETPUPOBaHHA cucTeMbl ypasHenuii Cen-Benana 6es
ydeTa TYypOYA€HTHOro nepeMemuBanusd. JAs nocrpoeHus YHCAEHHOTO pe-
IIEHUsI UCIIOAB30BAAACh HEABHAS, PA3HECEHHA 110 IIPOCTPAHCTBY U BPEMEHU
Pa3HOCTHAS CXeMa C IPUMEHEHUEM METOJA IePEMEHHbIX HallpaBAeHuid. Mo-
AEAMPOBAHUE IIPOBOAUAOCH HA BECH IIEPUOJ OTKPBITOH BOABI AAsl €CTECTBEH-
HBIX, A TaKKe JAs IPOEKTHBIX YCAOBUH, TO €CTh INPH HAAMYMH KOMIIAEKCA
BO/03alIUTHBIX coopysKeHnuii ropoga Cankr-Iletepbypra or nabognenuii. ITo-
Ka3aHO, YTO JaHHbIC MOJEAMPOBAHHMSA XOPOILIO COOTBETCTBYIOT BCEM HAOAIO-
AaeMBIM 0COOE€HHOCTAM GOPMUPOBAHHUA CTPYKTYPHI TEYEHUH B BOJOEME.
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1. Introduction
1.2. Object of the study

Hydrological regime of the Neva Bay including its current regime is form-
ed as the result of interactions of processes of varying spatial-temporal scales.
The most important ones are: river drainage and its irregular distribution
over the bay’s width, wind impact upon the water surface, long waves of storm
onsets, seiches, inertial currents (Baidin, 1965, 1997, Belyshev & Preobrazhen-
skii, 1988, Rumyantsev & Drabkova, 1999, Menshutkin, 1997). Of all these
processes only river Neva drainage may be considered as a quasistationary
process although it is also subject to both intra- and interannual fluctuations.
Mean annual value of river Neva drainage is around 2,500 m?/s (Baidin, 1965,
Nezhikhovskii, 1981). All other processes bear either accidental or polycyclic
character with complex structure of frequency energy distribution. All these
factors lead to strong spatial-temporal variability of current regime present in
the Neva Bay and make finding circulation schemes hard.

Data of long-time observations carried out using floating beacons and au-
tonomous buoy stations (Belyshev & Preobrazhenskii, 1988) and subsequent
spectral analysis of this data allowed selecting ranges of main energy-bearing
zones: seasonal, with characteristic periods of variability of year and half a
year; synoptic, with periods from 2-3 to 5-7 days; daily, with periods 24-26 h;
intradaily, with periods 12-14 and less than 10 h (Belyshev & Preobrazhenskii,
1988, Rumyantsev & Drabkova, 1999, Klevannyi, 2002, Menshutkin, 1997).
Seasonal variability of currents in the Neva Bay is rather sharply pronounced
and linked with fluctuations of river drainage and ice phenomena, mostly.
River flow determines the intensity of circulation’s drainage component. Uni-
layer structure of currents is characteristic of the Neva Bay as its waters are
almost always mixed from the surface to bottom. Exceptions are observed
when overall change of currents occurs and in cases of brackish waters under-
run from the west (Rumyantsev & Drabkova, 1999).

An idea of the spatial structure of currents considering its variability and
statistical parameters is given in (Rumyantsev & Drabkova, 1999) based on
the materials collected during field observations. Data analysis allowed au-
thors to give a general characteristic of currents as well as carry out zoning
of the Neva Bay. It is noted that characteristic feature of field current is its
instability, with the size of pulse component usually exceeding the average
(residual) value of current speed vector, which is determined after relevant
averaging using time scale of averaging from two weeks to six months. This
is clearly seen on dispersion ellipses (Fig. 1) built for the Neva Bay using data
of immediate observations of speed values and current directions (Rumyant-
sev & Drabkova, 1999).

Character of current mean vectors in the Neva Bay allows concluding that
their spatial structure is determined by river Neva drainage. On average,
drainage component is directed from the east westwards and deflections are
conditioned by the bottom relief and shoreline. In natural conditions 60 per-
cent of Neva’s discharge flows through the North Gate and 40 percent through
the South Gate (Rukhovets, 1982). Maximum value of drainage component of
current speed is up to 10 cm/s in the central part of the Neva Bay. In this part
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Fig. 1. Scheme of currents in the Neva Bay during the navigation period according to the

data of perennial observations (Belyshev & Preobrazhenskii, 1988): (1) vector of “aver-

age current” velocity; (2) main axes of current variability ellipse. Digits denote the factor
by which pulse values of speed exceed its average values.

of the bay large axis of dispersion ellipse exceeds the small one by 3-5 times.
Probability of motions in different directions increases in the vicinity of the
shore. To the south of Marine Canal dikes and close to the north shore gen-
eral direction of drainage component is preserved but value of the backwards
speed decreases significantly.

Variable (pulse) component of current vectors is extremely changeable and
determined by wave oscillations of large period and wind impact upon water
surface (Belyshev & Preobrazhenskii, 1988, Rumyantsev & Drabkova, 1999).
Situations when winds promote rundown (east points’ winds) or onset (west
points’ winds) effects are especially important. Onset winds may stop drain-
age and turn the currents eastwards. Observations show that speeds of east
currents do not exceed 10 cm/s in 60-70 percent cases and reach 25 cm/s only
in 3—4 percent.

Analysis of data gathered during observations using multi-day stations
shows that transversal circulation may be formed in the Neva Bay in addition
to longitudinal circulation as well as cyclonic and anticyclonic vortex forma-
tions. They create conditions needed for waters flow to the northern, south-
ern shores of the bay or to its central longitudinal axis (Baidin, 1997).

Spectral analyses of currents as well as combined study of spatial-temporal
variability of current structure, local wind and level fluctuations allow find-
ing several characteristic zones in the Neva Bay (Belyshev & Preobrazhenskii,
1988, Rumyantsev & Drabkova, 1999):

v zone of Neva waters transit with stable currents and high speed of average
transfer. This zone is located in the central part of the Neva Bay;

v zone of slowed water cycle with relatively developed transversal relocations
of water masses. This zone encompasses southern part of the bay (southwards
of the Marine Canal) and narrow coastal zone. Current speeds in this zone do
not exceed 2—-6 cm/s usually;

v’ area of the North and South gates of the Neva Bay with hydrodynamic re-
gime transitional towards typically marine regime of currents of the eastern
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part of the Gulf of Finland. Their own, local zones of intensive currents are
formed here in the openings of water discharge and navigational facilities of
dikes;

v narrow littoral zone contacting with mainland limited by 1 m isobath. The
main factor determining current structure here is the wind impact upon wa-
ter surface;

v zone of slow water cycle in the south-eastern, shallow part of the Neva Bay.
This zone is characterized by small current speeds (1-2 cm/s) and high vari-
ability of currents.

Speeds of drainage current were 4-10 cm/s in the zone of Neva waters west
transit with a decrease towards the north and south coasts before the St.-Pe-
tersburg flood control facilities’ complex was built. The least motile was south-
eastern region of the Neva Bay adjacent to the Marine Port. Construction of
protective facilities has not lead to significant change of neither the structure
of drainage currents nor structure of wind currents in the Neva Bay (Bely-
shev & Preobrazhenskii, 1988). These changes bear local character and may
be seen within 3—4 km on both sides of protective facilities. In project condi-
tions distribution of the Neva River drainage through the North and South
gates of the Neva Bay change slightly unlike natural conditions as shown by
the model evaluations. Now 54 percent of discharge passes through the North
gate and 46 percent through the South gate (Rukhovets, 1982).

2. General description of the hydrodynamic model and utilized
digital methods.

Saint-Venan equations system was used to model hydrodynamic regime
of the Neva Bay (not considering the effect of turbulent mixing) (Podgornyj,
2003):

1 1 ¢
Uz—f d ,Vz—f dz, H=h+c, 1
h+¢ _hu ’ h+¢ _hV ? ¢ M
U [ OU U e UV L
at Ix ay 8 ox 87 pH n=0 @
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where U, V is the projections of vector of speed average over depth on co-
ordinate axis, with OX axis directed eastwards, OY axis—northwards, OZ
axis—up; ¢ is the displacement of the free surface from the equilibrium state;
h is the distance from horizontal reference plane to bottom; H is the temporal
flow depth; fis Coriolis parameter; g is the acceleration due to gravity; °, 7’ is

x> Ty

the wind shear stress along axis OX and OY respectively; is density of water;
C is Chezy coefficient for bed resistance.
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In case of active turbulence of the current for calculation of the shearing
stress components of the wind according to Van-Dorn law the following ratios
are taken (Podgornyj, 2003):

S — 2 S Qa3
7,=0p W *cosa, ry—HpHWa sina , (5)

where W —speed of wind over the waterbody, a —wind direction, p, —air
density, 0—coefficient of hydraulic resistance on the water surface. Chezy co-
efficient accounts for energy loss needed to overcome friction forces depend-
ant of degree of roughness and transversal sizes of the bed (or waterbody
depth). In order to determine Chezy coefficient we used Manning’s formula.
Let’s expand the system by the following boundary conditions (1)—(4):

v for closed (coast) boundaries, the boundary condition is that the normal
component of the vertically integrated velocity vanishes: ﬁn=0;

v at the open-sea boundary, the normal component of the velocity cannot
vanish and so radiation type of boundary condition is generally used (condi-

tion of the gravity waves radiation):
YL
H ’if U, <0, (6)

Ijn=c Vi, if IjnZO and U,
H =0

where I_J)T is the tangential component of the vertically integrated velocity;
v at the river boundary energy condition was used:

2
e, @

river - river

c

7

U2+g¢=

where Qiver is the intensity of flow, W is the width of the river station, h .
is the average depth in the river station.

Arakawa’s C-grid and implicit, staggered in space and time finite-difference
scheme with using of the alternate direction technique were used for digital
integration of system equations (1)—(4) at chosen bounding conditions. Algo-
rithm of solving the task was thoroughly described in (Podgornyj, 2003). Zero
values of speeds and level (quiescent state) were used as initial conditions. Cal-
culations have been performed on a uniform rectangular grid 500500 m.
Calculations have started from the moment of clearing of the Neva Bay from
ice and continued until October 31. Change of hydrometeorological situation
over the water body took place every day of the model time. Speeds and direc-
tions of the wind were given according to the daily-averaged data of immedi-
ate meteorological observations and were equal in each point of the grid area.
Time increment for numeric integration was taken as equal to 30 s. During
the change of wind situation over the waterbody initial fields were values of
current speed and level elevation obtained in the preceding step.

Modeling was performed both for natural and project conditions i.e. with
the flood control facilities’ complex of St.-Petersburg. In the project condi-
tions North and South gates of the Neva Bay are blocked by dikes with six
water discharge (B1-B6) and two navigation (C1, C2) openings. According to
project conditions 54 percent of discharge passes through the North gate and

river
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46 percent—through the South gate (Rukhovets, 1982). Current speeds in
the grid’s nodes corresponding to water discharge and navigational openings
were calculated according to these data. Areas of these openings are given
according to (Baidin, 1965). Water discharge of Neva (1,900 m?/s on average),
Discharges for the rivers Small Neva (400 m?/s on average) and the Small
Nevka (300 m?/s on average) were taken from the data of perennial observa-
tions (Baidin, 1965, Menshutkin, 1997).

3. Results

Modeling data confirm conclusions obtained earlier from results of im-
mediate measurements and combined study of spatial-temporal variability of
current structure, local wind and level fluctuations. Calculations show that
several characteristic zones may be allocated in the Neva Bay according to
the development of hydrodynamic processes: zones of Neva waters transit in
the central part of the bay; zones of slow water cycle south of the marine ca-
nal and in the south-eastern part of the bay; shallow coastal zones. It is also
shown that few zones of cyclonic and anticyclonic circulations may be formed
at rather strong winds (more than 4 m/s on average) of corresponding direc-
tion. At winds of any direction with speeds of less than 3.5 m/s the influence
of the Neva River drainage is the determining factor in current structure
formation. No circulation zones are formed and currents in the Neva Bay
conform to drainage regime of water transfer, virtually. Exceptions are only
seen in the shallow south-eastern part of the Neva Bay where current forma-
tion depends on the wind speed, elevation gradients of free surface and fric-
tion forces and virtually non-dependent of drainage component. That is why
circulation formations in this part of the bay are present even at small wind
speeds and water transfer direction (cyclonic or anticyclonic) depends on the
wind direction and morphometric features of this area. Examples of current
field calculations for natural and project conditions are shown on Fig. 2.

Calculations show that current field structure and their quantitative indi-
ces for projects conditions are insignificantly different from current fields in
natural conditions. These changes bear local character and are seen within
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Fig. 2. Examples of current field calculations for natural (a) and project conditions (b).
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3—4 km from flood control facilities. They are mainly manifested in appear-
ance and more pronounced structure of cyclonic and anticyclonic vortexes.
Zones with such vortexes are most frequently formed near Kotlin island and
water discharge opening B3.
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Positive and negative setup of water level
in the mouth of the Don River: research and prediction

Ekaterina Ponomarenko

Abstract

Since 2007 year in Southern Scientific Center of Russian Academy of Sciences
water level observations were carried out in the mouth of the Don River to study
hydrological regime. Measurements are performed by standard hydrological
equipment (depth-gauge, float level indicator) and hardware-software system
of the data gathering. The conditions of level rises and recessions and depend-
ence of these phenomena on synoptic conditions are discovered. Level dynamics
forecast is made according to this dependence by analog method. This method
predicts the scenario of positive and negative level setup development (time du-
ration of level rises and recessions, time of coming of extreme values, value of
level rise and recession).

B 10sxHOM HaydHOM nleHTpe Poccuiickoil akaZeMHH HAyK C IIEABIO H3yYEHU A
rujpororudeckoro peskuma ¢ 2007 r. BegyTcst HAGAIOACHUS 3d YPOBHEM BO/bI
B geAbTe Jona. M3MepeHUs MPOBOASATCSA C IOMOIIBLIO CTAHAAPTHOIO IUAPO-
AOTHYECKOro 060pyZ0BaHUA (I'MAPONOIHIECKON PEKH, IIOIIAABKOBOTO yPOB-
HeMepa), a TAaKKe CIelHaAAbHO pa3paboTaHHOro MPOrPaAaMMHO-ANIIAPATHOTO
KOMITA€Kca cbopa gaHHBIX. ITo pedyabraraM HaOAIOJEHUI BBIABACHA CTEIEHD
3aBUCHMOCTH CTOHHO-HAIOHHBIX ABACHHI OT METEOYCAOBUI (HAIIPABACHUSA H
CKOPOCTH BETPA), HA OCHOBAHHUHU KOTOPOH JeAaeTCsI HPOrHO3 JUHAMUKH yPOB-
HsI 10 METOAY AHAAOIOB, KOTOPBIU IIO3BOASIET IIpe/JCcKa3aTh CleHApUil pa3BH-
THSI CCOHHO-HATOHHBIX SIBACHHI (BPeMsI HA4aAa U HPOJOAKUTEABHOCTh CTOHA
HAU HATOHA, BpEMsI HACTYIIACHUSI 9KCTPEMYMOB YPOBHSI, BEAHYHHY [104beMa
HAH CIIaja yPOBHS).

Hydrological processes in the delta region and estuary are extremely com-
plex. Level regime is formed under the influence of long-term fluctuations of
river flow that create standing of the high or low levels, against which there
are fluctuations caused by seasonal changes in river flow. Short-term (a few

Ekaterina Ponomarenko (0<)
Southern Scientific Centre Russian Academy of Science, Rostov-on-Don, Russia
e-mail: katarina777787@mail.ru
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Positive and negative setup of water level in the mouth of the Don River

hours or days) level fluctuations are caused by winds (wind with a westerly
component causes an influx of water from the Taganrog Bay and rising of
level, winds with a eastern component causes an eviction of water and falling
of level). Delta hydrological regime has no heavy seasonal fluctuations be-
cause of sea influence. Level extremum in coastal zone (positive and negative
setup) are caused by wind.

Since 2007 year in Southern Scientific Center Russian Academy of Sciences
water level observations were carried out in the mouth of the Don River to
study hydrological regime. Measurements are performed by standard hydro-
logical equipment (depth-gauge, float level indicator) and hardware-software
system of the data gathering (HSSDG). Using HSSDG allows to realize con-
tinuous remote monitoring of the level. Data are transmitted via DAC/ADC
to SSC RAS. Level measurement are carried out using a pressure sensor at
intervals of 5 min, to trace the changes of the water surface and level in the
delta area for a full cycle of rises and recessions phenomena. To date time we
have accumulated data of 6,896 measurements by depth-gauge, 92,766 meas-
urements by float level indicator, 51,885 measurements by HSSDG.

The analysis of the accumulated data is carried out, the periods of water
rises and recessions are defined. Situation, when the level was raising dur-
ing more than 10 h under condition of westerly winds and low pressure was
defined as positive setup of level (Fig. 1). Situation, when the level was falling
during more than 10 h under condition of easterly winds and high pressure
was defined as negative setup of level (Fig. 1).
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Fig. 1. Example of situations: (a)—positive water level setup, (B)—negative water
level setup (recession). H —average level, t —beginning of the phenomenon, t ,—
ending of the phenomenon, the arrows show the direction of the wind.
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During the monitoring period (from May 31, 2007 to July 23, 2009) share
of positive setup was 55 percent, negative setup—45 percent. The increase of
positive setup quantity was caused by decrease of eastern winds and increase
of western winds during the year due to increase in frequency of the western
and northern forms of atmospheric circulation.

For positive and negative setup periods information about a meteorological
situation in the area of research was analyzed (analysis of sea level pressure,
wind speed and direction). The conditions of rises and recessions phenome-
na formation and the degree of dependence on synoptic conditions were dis-
covered.

Positive setup of level (Fig. 2) is characterized by low pressure (average
1,007 hPa) and westerly wind. The wind changes direction at an average of
1-3 h before level rising, the pressure falls by an average of 11 hPa just before
the level rising. Duration of phenomenon is an average of 33 h (from 10 to
78 h) and the level rise value is an average of 88 cm (40 to 214 cm).

Negative setup of level (Fig. 3) is characterized by increased pressure (aver-
age 1,015 hPa) and eastern wind. The wind changes direction for on average
1 h before the fall of the level, pressure increased by on average 8 hPa. Dura-
tion of phenomenon is an average 44 h (from 12 to 88 h) and the magnitude
of the level recession is an average of 86 cm (from 27 to 150 cm).

Statistical treatment of the positive and negative setup characteristics was
carried out. In the most cases (18.8 percent) magnitude of level rise is up
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Fig. 2. Example of positive level setup for the period of 15.09.2007(12 a.m.)-
17.09.2007(12 a.m.): (a) level; (b) wind direction; (c) pressure. Left axis—level in
cm, right axis—pressure, gPa.
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Fig. 3. Example of negative level setup for the period of 26.04.2008(12 p.m.)-
27.04.2008(12 a.m.): (a) level; (b) wind direction; (c) pressure. Left axis—level in
cm, right axis—pressure, gPa.
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Positive and negative setup of water level in the mouth of the Don River

to 90 c¢m, the maximum magnitude (214 cm) occurs in 3 percent of cases.
In the most cases (15.6 percent) the value of the maximum level is in the range
230-260 cm, in 3 percent of cases the level reaches 360 cm. In the most cases
(31.3 percent) duration of phenomenon is from 30 to 40 h, the maximum
duration (80 h) meets in 6.3 percent of cases. In the most cases (46.9 per-
cent) rate of level rise is 0.0005-0.001 m/s, maximum level rise rate (up to
0.0035 m/s) occur in 3 percent of cases. The most common (28.01 percent) are
situation when the average wind speed is from 3 to 4 m/s, maximum average
wind speed—6 m/s observes in 6 percent of cases.

In the most cases (18.8 percent) magnitude of level drop is from 80 to
90 cm, the maximum magnitude (150 cm) occurs in 3.8 percent of cases.
In the most cases (19.2 percent) the value of the minimum level is in the ran-
ge 120-110 cm, in 7.7 percent of cases the level reaches 75 cm. In the most
cases (26.9 percent) duration of phenomenon is from 30 to 40 h, the maxi-
mum duration (80-90 h) meets in 11.5 percent of cases. In the most cases
(34.6 percent) rate of level fall is 0.0006—0.0008 m/s, maximum level fall rate
(up to 0.0014 m/s) occur in 3.8 percent of cases. The most common (30.8 per-
cent) are situation when the average wind speed is from 5 to 6 m/s, maximum
average wind speed—9 m/s observes in 7.7 percent of cases.

Distribution of positive and negative level setup during the year corre-
sponds with the distribution of east and west winds. Situations, during which
the level reaches extremes in a short period of time, were attributed to the
extreme.

During the monitoring period one extreme positive setup of level was
marked in April 2008. Level increased on 215 cm during 21 h and 40 min.
Level rise speed was of 0.0027 m/sec. Extreme negative setups of level were
not registered in the observation period.

Level dynamics forecast (Fig. 4) is made according to level dependence
from synoptic conditions (wind speed and direction, the pressure at sea level)
by analog method. This method allows to predict the scenario of positive and
negative level setup development (time of rises and recessions beginning, du-
ration, extremum time on, rises and recessions value).

Statistical processing of results of forecasting was made. The average cor-
relation coefficient of real value and the projected level is 0.86. In 14 percent
of cases for falling, and 10 percent for the raising of level forecast was execut-
ed without error. The average prediction error is from —24 to -5 cm. Predic-
tion errors are bound up with the quality of meteorological data.
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Fig. 4. Example of level forecast. (a) real value; (B) projected level.
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Transformation of the wind waves penetrated
into a shallow lagoon: Vistula Lagoon case study

Andrey Sokolov, Boris Chubarenko

Abstract

Using numerical modeling the option of penetration of wind waves from the
opens sea into the Vistula lagoon is discussed.

B0o3MOKHOCTD MPOHUKHOBEHUA MOPCKUX BOAH B BHCAMHCKHMIT 3aAUB 06CyxK-
AAETCA HA OCHOBE JJAHHBIX YMCACHHOIO MOAEAUPOBAHHUS.

1. Introduction

Baltiysk Strait connects the Baltic Sea with the Vistula Lagoon (Fig. 1).
It is continuing by Kaliningrad Marine Canal, the navigation route passing
along the northern shore of the Vistula Lagoon towards the Kaliningrad port
located 43 km to the East in the Pregolya River. The Strait is bounded by
concrete piers, which are almost parallel and directed from the south-east to
the north-west direction. A distance from an outer end of the breakwater to
arc-like moles, which cover Baltiysk port from the lagoon side, is about 2 km.
A width of the strait is about 400 m and its depth changes from 13-14 m near
the entrance (a deep depression in front of the outer end of the breakwater is
not taken into consideration) to 10-12 m near the arc-like moles.

There are different opinions about the marine waves influence on a wind-
wave situation in the lagoon. According to (Lasarenko & Majewski, 1971) wa-
ve field in the lagoon is affected by internal factors only. Wave measurements
in the strait (Chepikova & Chubarenko, 2000) have shown, that wave am-
plitude monotonically damps to some fixed value during wave propagation
along the channel. In the other hand, automatic wave measurements near the
Nasypnoi Island (Ambrosimov, 2009) show signals in the wave records, which
can evident about sea waves penetration into the lagoon.

Andrey Sokolov, Boris Chubarenko (><)
P.P. Shirshov Institute of Oceanology RAS, Atlantic Branch, Kaliningrad, Russia
e-mail: ans@smtp.ru
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i
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Fig. 1. Baltiysk strait is the only strait that connects Vistula Lagoon
and Baltic Sea. It is the entrance to the fairway from Baltic Sea to Kaliningrad.

2. Study area and methods

The aim of study was a numerical simulation of a penetration of marine
wind waves into the Vistula Lagoon. A Mike 21 BW (Mike 21 BW, 2005) mo-
dule (DHI software environment) was used for simulations.

The source of waves (1 m significant wave height, JONSWAP spectrum)
was placed near the outer end of the Baltiysk Strait breakwaters. The waves
propagate from the north-west direction. The direction was chosen to obtain
the best conditions for the penetration into the lagoon. The model domain
(with spatial grid step of 5 m) covers the area of 5,500%6,750 m, from outer
end of the Baltiysk Strait to the Nasipnoi Island in the middle of the Vistula
Lagoon. The bathymetry is shown on Fig. 2.

According to an analysis (Riabkova, 1987) of the experimental data (GMS
Baltiysk, 1975-84) a period of waves with maximum height near the outer
end of the breakwater is about 9 s. Sometimes we can see ripple waves with a
period of 13 s. And one time in a century an appearance of 20 s period waves
is possible.
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Fig. 3. Steady state wave fields in the study area for waves
with periods of 7 (a), 9 (b), 13 (c) and 20 s (d).

Modeling simulations of waves with the periods of 7, 9, 13 and 20 s shows
detect dependence between the waves period and waves propagation into the
lagoon. Fig. 3 represents wave fields and Fig. 4 dependences of significant
wave height along the ABC profile (Fig. 2).

3. Conclusions

Simulation shows that amplitude of waves with the period of 9 s spreading
through the strait decreases by 60 percent at 1 km distance from their source.
At the distance of 2 km from the entrance (just before the arc-like moles) the
wave height is less than 20 percent of incoming waves. In the middle of the
lagoon, near the Nasipnoi Island the wave is dumped by 100 times. The waves
reach the Island in about 20 min. Thus we can suppose that the influence of
marine waves with the period of 9 s or less on the wave climate in the lagoon
may be neglected.

On the other hand, long-period waves can penetrate into the lagoon much
more efficient. In Figs. 4c and 4d we can see, that long-period waves damp
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Fig. 4. Dependences of significant wave height along the ABC profile for waves
with periods of 7 (a), 9 (b), 13 (c) and 20 s (d).

in the strait considerably weaker than short-period waves. This is especially
true for waves with the period of 20 s. We can see that at a 2 km distance (just
before arc-like moles) the wave damping is about only 2 times (in comparison
with the incoming wave height). Comparing the significant wave height near
the Nasipnoi Island for waves with different periods, we obtained that waves
with the period of 20 s has the height of about 3—4 cm there, and therefore
they can be detected by instrumental measurements. At the same time, waves
with the period of 9 s have amplitude less than 1 cm.

Anyway simulation shows that an influence of marine waves on the wave
climate in an internal part of the lagoon is not essential.

Study was partly supported by grants Nos. 08-05-01023 and 08-05-92421
of the Russian Foundation of Basic Researches.
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Water transparency, total suspended solid matter
and particulate organic carbon of the Azov Sea
(field observations in 2008-09 years)

Vera Sorokina, Vasiliy Povazhnyy, Filipp Gonsales

Abstract

The results of field observations carried out in 2008-09 in the inner part and
the coastal zone of the Azov Sea are given. A linear regression between the trans-
parency (x, m) and the total suspended solids concentration (TSS) (y, mg 1)
in the surface water (0-0.3 m) is established: y=13.02:x""%?. Seasonal dynamics
of TSS and particulate organic carbon (POC) is shown: the lowest values are
typical for winter and early-spring period; in summer the concentration of TSS
becomes higher and the relative share of organic component is increases, due to
phytoplankton activity; in autumn there is a tendency of TSS to increase, basi-
cally because of increase of hydrodynamics and a tendency of POC to decrease.
In general the decrease of suspended solids and particulate organic matter from
the Taganrog Bay to the Black Sea. The average TSS for the whole period of
field observations varied insignificantly (around 125-281 mg 17!) in the coastal
waters of the Taganrog Bay.

B pabGoTe mpuBeseHbI PE3yABTATHI HKCIIEJUITHOHHBIX HCCAEJOBAHHIT ITPO-
3PavYHOCTH U COJAEP/KAaHHA B3BEINIEHHBIX BEIECTB B BOJaX A30BCKOIO MOpA,
BbITOAHEHHBIX B 2008-2009 rr. YcTaHOBA€HA CBA3bH MPO3PAYHOCTH (X, M) U
KOHI[EHTPAIIUN B3BelIeHHOro BemecTsa B Bojge (TSS) (y, mr A7) mosepxHOCT-
Horo ropusonTa (0-0.3 M) Azosckoro mopsi: y=13.02-x7?%. TTokazaHa ce30HHas
Au"amuka TSS u B3Bemennoro opranndeckoro yraepoga (POC): ux orHocu-
TEABHO HHU3KHE 3HAYEHUA XapaKTEePHBLI JAA 3UMHETro (CpeAHAA KOHIeHTpa-
nua TSS — 5 mr A7, POC — 0,66 MI‘Copr A7) M paHHEBECEeHHEro IepHOJOB
(TSS — 11 mr AL, POC — 1,3 MrCOpr A™"); B AeTHHIT ce30H KoHIeHTpanus TSS
yBeanuusaetcs (20-27 mr A™') 1 B ero cocrase BO3pacTaeT OTHOCHTEABHAS JO-
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Water transparency, total suspended solid matter of the Azov Sea

Ast opranuku (POC 2,5-2,8 MI‘C“p
TonAaHkToHa. Ocenplo HabAIOZaeTCA TeHJeHIusa yBeandenus 1TSS (cpegusas

. A7) BCAeACTBHE aKTHBHOTO Pa3BUTUA PH-
KoHI[eHTpanus — 21-36 Mr A™') B OCHOBHOM H3-3a YBEAWYEHHUS TH/APO/JHHA-
MukH u ymenbmenusa POC (2,4 MI‘C“pr A"). Habarogarocs obiee yMeHbIEHIE
B3BECU U €€ OPraHHYEeCKOH COCTABAAIONEH IO XOAY ABHKEHHA OT Taranpor-
ckoro 3aauBa B Yepnoe mope. B npubpexnbix Bogax Taranporckoro 3aausa
cpeanue 3HadeHuA 1TSS 3a Bech HccAeyeMBbIH IEPUO/ U3MEHAANCH HE3HAYH-
TeABHO (B ipegenax 125-281 mr A™).

1. Introduction

Data on the turbidity and dynamics of the sea water masses can be very
important in the research of production and sedimentary processes. Unfor-
tunately, the data on the turbidity of the Azov Sea available are very poor
now. Measurements of the transparency of the water are outnumbering those
on turbidity. D.G. Panov and M. K. Spichak tried to determine regres-
sion between the transparency and the turbidity in the waters of the Azov
Sea (Panov & Spichak, 1961). To do this, they used transparency maps for
the period 1952-59 as the source data. Then the total suspended solid mat-
ter concentration in the sea water was determined according to the graphi-
cal relation between the transparency and the turbidity of the water for the
same period. The authors do not give coefficients of equation in their work.
We managed to find only one transparency and turbidity regression for the
area of Kerch Strait in the reference book (Mankovskiy et al., 2009).

2. Study area

The data on the total suspended solid matter concentration (TSS), concen-
tration of the particulate organic carbon (POC) and the transperancy of the
Azov Sea were taken from the field observations carried out by the Southern
Scientific Center of RAS (SSC RAS) for the period 2008-09.

3. Methods

The measurements of the transparency of the water were made with the
Secchi disk. The particulate organic carbon concentration was estimated in
accordance with the manual “Methods of hydrochemical studies of the ocean”
(Bordovskiy & Ivanenkov, 1978). Water samples were taken with Molchanov
water sampler and filtered through fiberglass filters GMF 5 (pores size 0.7 pm),
after that the makeweight (suspended solids) on the filter and the total sus-
pended solids concentration in the sampler were determined in the interdisci-
plinary analytical laboratory of the SSC RAS. The particulate organic car-
bon was determined with “wet oxidation” of potassium dichromate.

4. Results and Discussion

The linear regression between the transparency and the total suspended
solid matter concentration in the water (Fig. 1) was determined on the basis of
the expedition research and can be described by the formula:
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y=13.02x"#

where x—transparency, m; y—the T'SS in the surface water (0-0.3 m) of the
Azov Sea, mg 1.

The dynamics of TSS u POC in the Azov Sea was researched from June
2008 till December 2009. For this period during 20 expeditions 235 samplers
were made: 91—in the Taganrog Bay from the research vessel (r/v) “Professor
Panov” during different seasons; 58 samplers—during spring and autumn
expiditions on the /v “Deneb” in the Azov Sea and in the north-eastern area
of the Black Sea; 26 samplers—from icebreaker “Captain Demidov” for the
period January-February; 60 samplers—during coastal expiditions.

The average concentration of TSS under the ice field of the Taganrog bay
and in the north-eastern area of the Azov Sea was the lowest (b mg 1) because
of the absence of vertical interfusion. The concentration of POC fluctuated
between 0.23-1.69 mgC__ 1", when the average values—0.66 mrC__ 1.

The Taganrog Bay and the inner part of the sea differ from each other in
hydrological and hydrochemical regimes, organic life, and by the main sourc-
es of sediment material etc. The factors mentioned affect the concentration of
TSS as they are interacting and the influence of every factor changes at every
moment that leads to fluctuations of the scores and of the substance structure
of the suspended solids. In the Taganrog Bay TSS and POC changed during
the year in the wide range (5-120 mg I"' 1 0.26-6.92 mgC_ _1"). The lowest val-
ues were observed in winter (TSS—1.5-15 mg I''; POC—0.23-1.69 mgC,_ 1)
and in March (TSS—5.4-16 mg I'; POC—0.26-1.96 mgC, I") with insignif-
icant vertical interfusion and phytoplankton activity. For the period spring—
summer the relative concentration both TSS and POC increases, reaching in
June—July 20-27 mg "' 1 2.5-2.8, mgC__1". In autumn (September—October)
the concentration of TSS remains high (on the average 21-36 mg 1), basically
because of increase of hydrodynamics, and there is a tendency of POC to de-
crease (2.4 mgC_ 1)

The similar mechanisms of seasonal changes of the suspended solids are
also typical for the inner part of the sea. The difference was a total decrease

Total suspended solids, mg/l
1000.00 .
* y=13.02x

. 2

R™=0.98

0.01 100.00

Transparency, m

Fig. 1. A linear regression between the transparency (x, m)
and the TSS (y, mg/|) in surface water (0-0.3 m) of the Azov Sea.
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of the suspended matter level and its organic components from the Taganrog
Bay to the Black Sea. For example, in April 2009, the avarage TSS and POC
concentrations in the Azov Sea were 16.5 mg 1" and 0.79 mgC_ 1", while in
the north-eastern area of the Black Sea—1.8 mg I"' u 0.1 mgC,_,_1"

Together with the marine expeditions, the study of the coastal area of the
Taganrog Bay was performed. The avarage 1SS values changed considerably
for the period of the investigation, fluctuating from 125-281 mg 1”!, with the
extreme values 2.4 and 851 mg 1"

5. Conclusions

A linear regression between the transparency and the total suspended
solid matter concentration in the surface water (0-0.3 m) of the Azov Sea is
established on the based of field observations carried out in 2008-09. Sea-
sonal dynamics of TSS and POC is shown. The lowest values are typical for
winter (average concentration of TSS—5 mg I, POC—0.66 mgC,_ 1") and
early-spring period (TSS—I11 mg I-!, POC—I1.3 mgC . I"Y; in summer the
concentration of TSS becomes higher (20-27 mg I') and the relative ratio
of organic component is increases (POC 2.5-2.8 mgC_ 1), due to phyto-
plankton activity. In autumn there is a tendency of TSS to increase (average
concentration—21-36 mg 1!, basically because of increase of hydrodynamics)
and a tendency of POC to decrease (2.4 mgC 17). In general the decrease
of suspended solids and particulate organic matter from the Taganrog Bay to
the Black Sea is observed.
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Plankton pigment composition of the Vistula
and Curonian Lagoons in condition of salinity
variable and algae blooms

Vasilina Stepantsova, Sergey Alexandrov

Abstract

Curonian and Vistula Lagoons are the largest lagoons of the Baltic Sea. Lagoon
ecosystems are strongly influenced by hydrological conditions (varying salinity
of the interaction of sea and river waters), “blooming” of water. Information
about the spatial and temporal variability of phytoplankton pigments is an in-
dicator of eutrophication and water pollution. Pigments of phytoplankton were
studied monthly from April to October 2009 at 9 stations in the Vistula Lagoon
and 9 stations in the Curonian Lagoon. Concentration of pigments (chlorophyll
a, b, ¢) was determined by spectrophotometry. The seasonal and spatial varia-
tions of pigments in the lagoon ecosystems have been caused by seasonal suc-
cession of phytoplankton (including “algae blooms”) and changes in hydrologic
conditions (salinity, temperature).

Kypuickuit m BucAunckuii 3aAuBbl — KpyInHelue Aaryasl baaruiickoro Mo-
pA. DKOCUCTEMBI AATYH HAXOAATCSA 110/, CUABHBIM BO34€HCTBHEM I'MAPOAOIH-
YECKMX YCAOBHUH (M3MEHSAIONASACH COAEHOCTh B PE3YAbTATE B3aMMOAEHCTBUSA
MOPCKHX U PEYHBIX BOJ), «<[IBETEHUs» BOJAbL. THPopMALIUA O IPOCTPAHCTBEH-
HO-BPEMEHHOH HM3MEHUHMBOCTU COAEPKAHUA ITUIMEHTOB (PUTONAAHKTOHA CAY-
KUT HHAUKATOPOM 9BTPOPUPOBAHUSA U 3arpA3HEHHUA BoA. [IurmenTtsr guro-
MAAHKTOHA U3YYAAHCDh €KEMECATHO C anpeAs 1mo okTaA6ps 2009 r. ma 9 cran-
nuax B Bucaunckom saause u 9 crannuax B Kyprickom saause. Cogepxanue
HUTMEHTOB (XAOPOPUAA @, D, ¢) OIPEAEASANOCH CHEKTPOPOTOMETPUUECKUM
mMeTogoM. TTokazanbl C€30HHBIE M MIPOCTPAHCTBEHHbIE U3MEHEHHS ITUTMEHTOB
B AQT'YHHBIX 9KOCHCTEMaX, 06YCAOBAEHHDIE CE30HHOM CyKIjeccueit puTOmAan-
KTOHQ (B T. 4. «IJBETEHHEM» BO/bI) H U3MEHEHUEM TH/JPOAOTUYECKUX YCAOBHIT
(coaeHOCTDb, TEMIIEPATY PA).

Vasilina Stepantsova, Sergey Alexandrov (><)

Atlantic Research Institute of Marine Fisheries and Oceanography (AtlantNIRO),
Kaliningrad, Russia

e-mail: v.stepancova@yandex.ru
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Thermally driven interaction between coastal
and open sea areas

Irina Chubarenko

Abstract

Increase or decrease of water temperature with the off-shore distance, often
called a differential costal heating, is a typical feature of natural water bod-
ies. It results in large-scale horizontal water exchange: if coastal waters become
heavier than the open-sea ones, they sink along underwater slopes down to ap-
proximately the level of their density; if they become lighter—they are pushed
out of the coastal zone by heavier open-sea waters. The mechanism of the for-
mation of horizontal temperature/density gradients above underwater slopes
due to heating/cooling from the surface is considered. It is shown that the time
required for formation of the gradients is rather small (tens of minutes for a
thermocline depth of tens of meters), but the development of the corresponding
flows may not be accomplished even in a day long cycle. The time dependence
of the horizontal water exchange between the shallow and deep areas is analyti-
cally treated. The spatial scale of the problem is the main parameter that defines
the resulting quasi-stationary value of the flow rate. The joint analysis of the
published field, laboratory, and numerical data of many authors in the range
of the above-slope depths of 102<d<3:10* m (d<D, where D is the thickness of
the upper thermally active layer of a basin) indicates that the relation between
the value of the horizontal quasi-stationary volumetric flow rate and the local
depth looks like Q=0.0013d"%" (R*=0.96). The horizontal convective water ex-
change is shown to be generally two-layered, ageostrophic, and exhibits its max-
imum flow rate at the deepest part (end) of the slope. The process is illustrated
by various field examples, laboratory experiments and numerical modeling
results.

Irina Chubarenko (<)

P.P. Shirshov Institute of Oceanology RAS, Atlantic Branch, Kaliningrad,
Russia

e-mail: irina_chubarenko@mail.ru
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1. Chubarenko

ITagzenne WAM POCT TEMIIEPATYpPBI BOABI IO Mepe Npubamxkenusa k Gepery
(anpPpepennnarbHbII TPUOPEKHBII TPOTPEB) — TUIIMYHAA YepTa Npubpex-
HOI 30HBI AT060TO Bogoema. HMccaesyeTcsa KPyITHOMACIITAOHBIH TOPU30HTAND-
HBIH BOZOOOMEH, BBI3BIBAEMBIH STHM (aKTOPOM: €CAU NMpHOpeKHBIE BOJBI B
mporiecce TemAOOOMeHa CTAaHOBATCA TAKEAEE BOJ OTKPBITOTO MOPA — OHHU
OMYCKAIOTCA BAOAL MPHUOPEKHBIX TOABOJHBIX CKAOHOB 40 YPOBHA CBOEi U30-
MUKHHYECKOH MOBEPXHOCTH, €CAM A€TYe — BBITECHAIOTCA UMH. PaccmaTpu-
BaeTCA MEXaHH3M GOPMHUPOBAHUA TOPU3OHTAABHBIX I'PAaJHEHTOB TeMIIepaTy-
poi/maoTHOCTH. [loKasamo, 9TO BpeMsA UX BO3HUKHOBEHHUA JOCTAaTOIHO KOPOT-
KO (JeCATKH MHHYT IPH TAYOHHE 3aA€TAHUA TEPMOKATHA B JeCATKH METPOB),
HO YCTAaHOBAEHHE COOTBETCTBYIONTUX TEUEHHH MOKET He JOCTHTATLCA JakKe
B CYTOYHOM IHKAe. OCHOBHBIM MapaMeTPOM, ONPEAEAAONIUM BEAUIHHY
06BEMHOTO pacxoja B KBa3HCTAIJHOHAPHOM COCTOAHHUHU (), OKA3LIBAETCA AH-
HeitnbIit MacmTab 3agaun. COBMECTHBIN aHAAN3 HAaTYPHBIX JAHHBIX, PE3YAD-
TaToB AaOOPATOPHBLIX M YUCA€HHBIX ®KCIIEPUMEHTOB MHOTHX aBTOPOB B JAHa-
nasone rAybuH Hag ckAoHOM 102<d<3:10°M (d<D, D — TOAIHHA BEPXHETO
TEMAOAKTUBHOTO CAOSI BOJOEMA) YKA3bIBAET HA 3aBUCHMOCTH () OT AOKAABHOM
rAy6unst Buga Q=0.0013d"% (R*=0.96). [0pU30HTAABHBI KOHBEKTHBHBIA BO-
A006MEH ABYXCAOEH, areoCTpopHUUeH U UMeeT MaKCHMYM pacxoja HaJ KOH-
1IOM CKAOHA. ITpuBOAATCA TpHUMEPHI U3 HaTYPHBIX HabAToAeHUIt, AabopaTop-
HbIE DKCITEPUMEHTEI, PE3YABTATEI IUCAEHHOTO MOJAEAMPOBAHU .

1. Introduction

Differential coastal heating or cooling is just an ordinary routine of any
natural basin. The viewpoint concerning the role of horizontal convective
flows that arise within the coastal zone of lakes, seas, and oceans due to this
feature has considerably changed during the last decades (see, for instance,
(Farrow, 2004, Fer et al., 2002, Ivanov et al., 2004)). It was previously be-
lieved that such temperature gradients are local, unstable, and can formed
merely in the absence of wind, and any considerable motions emerge only
in the close vicinity of sources or sinks of heat (Huang, 1999). However, the
field data accumulated to date do not corroborate this viewpoint. Differential
coastal heating (of various intensity, of positive or negative sign) frequently
occurs on a daily scale (Adams & Wells, 1984, Farrow, 2004, Fer et al., 2002,
James & Barko, 1991, Monismith et al., 1990), is persistently traceable at syn-
optic averaging (Tikhomirov, 1982, Chubarenko et al., 2007a, 2007b, Iva-
nov et al., 2004), and is explicitly available in the seasonal cycle (Filippov,
1968, Shimaraev, 1977, Tikhomirov, 1982, Titov, 2006). The horizontal tem-
perature gradients result in horizontal gradients of the density and pressure
that generate the mesoscale water exchange between the coastal and deepwat-
er basin areas. This way, field data indicate that the horizontal temperature
gradients above the underwater slopes cause the “cascading” (Fer et al., 2002,
Ivanov et al., 2004), thermal bar (Shimaraev, 1977, Tikhomirov, 1982), and
day/night circulation (Farrow, 2004). To date, different types of water motion
caused by temperature difference at the horizontal boundary of a basin (be
it the surface or the bottom) or by the difference in the flow of heat across
the boundary are termed the “horizontal convection”, how was introduced by
Stern in 1975 in his course of physical oceanography (Stern, 1975).
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Thermally driven interaction between coastal and open sea areas

The coastal zones where the natural bed slope provides conditions for the
origination and maintenance of horizontal temperature gradients at daily,
synoptic, and seasonal scales turn out to be a substantial source of convec-
tive exchange currents (Adams & Wells, 1984, Farrow, 2004, Fer et al., 2002,
Horsch & Stefan, 1988, Ivanov et al., 2004, James & Barko, 1991, Monis-
mith et al., 1990, Sturman et al., 1999). In total, this water exchange is of a
two-layer structure (Gershuni et al., 1989, Farrow, 2004, Fer et al., 2002): the
coastal waters, becoming lighter (heavier) against the open sea waters as a
result of the heat exchange, move off-shore in the upper(lower) layer, being
replaced by the open basin waters in the lower (upper) layer. The emerging
motions are quite difficult object for investigation since they are governed
by the distributed field of pressure in the region above the slope, exhibit in-
herently non stationary behavior (even at a constant heat flux through the
surface) (Horsch & Stefan, 1988, Horsch et al., 1994, Mullarney et al., 2004,
Sturman et al., 1999), develop with a considerable time lag relative to the ex-
ternal conditions (Farrow, 2004, Sturman et al., 1999), and are characterized
by strong entrainment (Fer et al., 2002). In addition, the time lag of the cur-
rents’ response to changes in surface conditions increases with the distance
along the slope so that the water motion is not simply out of phase in refer-
ence to the external forcing but the phase shift increases downwards (Farrow,
2004, Horsch & Stefan, 1988). Field measurements in lakes and man-made res-
ervoirs (Adams & Wells, 1984, Monismith et al., 1990, Sturman et al., 1999)
demonstrate the occurrence of convective currents that develop at night (day)
but survive even after changing of the sign of the external forcing and remain
directed against the actual pressure gradient for a while. All of this tells, on
the one hand, that the interpretation of the concrete data on the water tem-
perature field and the current velocity requires one to know the time scales
needed for the stabilization of the currents and their space structure above
the given slope. On the other hand, it is obvious that the basic interest is in the
assessment of the overall efficiency of such water exchange; and this implies
the forecasting of the value of the resulting quasi-stationary water exchange
potentially possible under the given conditions, and the degree of approach to
it of the concrete dynamic pattern rather than an analysis of the instantaneous
values of the gradients of the temperature, density, or current velocities.

This lecture, prepared on the base of paper (Chubarenko, 2010), is ar-
ranged in the following way. Section 2 is devoted to a detailed examination
of the mechanism of the origination of horizontal gradients of temperature
and density above a bottom slope. The analytical treatment of the process
of the convective horizontal water exchange development in time is given in
Section 3. Next, Section 4 is devoted to the substantiation of change from the
description of the process in terms of the heat flux through the surface and of
the horizontal water temperature gradient to the description in terms of the
buoyancy flux and density gradients; the characteristic scales of the process
are introduced. Based on the latter, Section 5 considers the field and labora-
tory data of many authors in an attempt to establish a linkage between the
value of the resulting horizontal quasi-stationary water exchange through a
cross section with its local depth. For short, the expression “differential coastal
heating” is understood as both an increase and a decrease in the temperatu-
re towards the shore.
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2. Mechanism of generation of horizontal water temperature
gradients above sloping bottom

Exchange currents of a convective nature between the coastal zone and the
deep-water aquatic areas of a basin arise because of the difference in the rates
of their response to the external conditions of the heat exchange (Chubarenko,
2010): the shallower areas exhibit faster responses, while the deeper ones are
more inertial. Breezes and monsoons are the direct analogs of these processes
in the atmosphere. If the coastal waters become denser than the open waters
due to the external heat exchange, they sink down the slope to the bottom or
to the level of their isopycnal surface. If the former become lighter, they are
displaced by the latter, but, in any case, the motion is caused by the interaction
of waters that occur above the entire slope with waters of deeper basin areas.
Since the occurrence of an external heat exchange is a common feature of any
natural water basin and, additionally, horizontal motions in a fluid arise at the
slightest pressure gradients, the more or less intensive circulation of direct or
reverse direction has to occur virtually always, thus leading to the general more
or less intensive down- or upwelling of waters within the domain over the slope.

In the context of the present problem, the slope domain is defined by the
physical mechanism itself: this is a coastal area where the conditions of the
heat exchange through the surface are perceptible down to the bottom. Un-
der conditions of the autumn cooling, these are the regions whose depths
are less than the thickness of the upper mixed layer (UML). For instance,
these are the depths down to 250-300 m in the Caspian Sea, Lake Baikal,
or the ocean. On the scale of the basin, the areas occupied by such slopes may
be quite significant. The Baltic Sea in November gives an illustrative example
to this end (Fig. 1). Here, the areas where vertical convection reaches the bot-
tom (and further cooling results in the formation of waters denser than the
surface waters of the deep sea regions) exceed 50 percent (respectively, the
deeper areas that “receive” these waters occupy less than 50 percent). Under
the summer heating conditions, the end of the slope is defined by the depth
where the slope contacts the daytime/seasonal thermocline. In this case, the
areas occupied by the slopes are somewhat diminished. They made up about
34 percent of the total area of the Baltic Sea with the thermocline depth at
about 30 m. The calculations are based on the bottom topography available
at http:/www.io-warnemuende.de from the Leibniz Institute for Baltic Sea
Research of Warnemuende (Germany).

In the deep basin region, where the heating/cooling does not reach the
bottom, the heat flux through the surface is distributed over the depth in the
neighboring water columns in a similar way. If the autumn cooling generates
the vertical convection, the depth D of the upper mixed layer (Figs. 1 and 2)
will be the same the same everywhere (assuming uniform initial stratifica-
tion); the heat will be drawn off the water column whose length equally grows
with time over the entire area. However, as the convection reaches the bottom
at specific sites, the further water entrainment from below ends and the heat
continues to be drawn off the same mass of water. The smaller the mass is
(i.e., the less the depth d, d<D), the faster the temperature decreases, and
its horizontal gradients are generated exactly in this way: the smaller is the
depth, the lower is the temperature and the faster its latter decrease.
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Fig. 1. Map of the Baltic Sea, showing the regions (in dark), where winter vertical
convection does not reach the bottom (numbers show the maximum depth of
the upper mixed layer). Upper right scheme illustrates the mechanism of sea-
sonal horizontal convective exchange between littoral area, where vertical con-
vection reaches the bottom, and the open sea. The inset shows the bathymetry
cross-section from Liepaja to Gotland with two 20-30 km long littoral slopes,
where vertical convection reaches the bottom, separated by about 100 km-long
deep-water portion (from Chubarenko & Demchenko, 2010).

A similar pattern takes place under the conditions of the summer heat-
ing caused by the absorption of solar radiation. The daytime thermocline
appears in the deep-water part of the basin at about the same depth level D
over its whole area. If transparency of coastal and open waters is similar, the
solar radiation is equally attenuated with the depth everywhere in the basin
according to the Bouger-Lambert-Beer law: I(z)=I ¢ (z=0). Here, I , I(z) are
the radiation intensity at the surface and at the depth z, and n (m™) is the light
attenuation coefficient. Hence, this mechanism by itself (as well as the heat
diffusion from the surface) does not result in the generation of horizontal
temperature gradients (Farrow, 2004). However, a fraction of the light energy
is able to warm up the coastal waters from below at locally shallow depths d
(d<D) where the radiation is partially backscattered from the bottom and re-
turns into the water. Indeed, the water temperature profiles observed in the
coastal zone are usually not as steep as those in the open sea areas (see, for
instance, (Tikhomirov, 1982, Chubarenko et al., 2007a, Adams & Wells, 1984,
Farrow, 2004, Monismith et al., 1990). From the physical viewpoint, this heat
flux destabilizes the water column. If the heating intensity at the surface is
H =1 /(p,c,), where p is the water density and ¢, is the specific heat of the water
at a constant pressure, then the heat coming to the bottom at the depth d is
H,=H ¢ A fraction of this heat is wasted for the bottom warming, but the
rest returns into the water due to reflection or reemission:

H=0H ¢ @
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Fig. 2. Characteristic scales for the process of horizontal convective water ex-
change. Right: the vertical profiles of the temperature in the deep area for the
conditions of destabilizing and stabilizing buoyancy flux through the surface,
structure of which is the base for determination of the vertical spatial scale D.

Here, § (0<d<1) is the proportionality factor indicating the fraction of the
radiation energy that is returned in the water after the interaction with the
bottom. Hence, expression (1) gives an estimate of the destabilizing heat flux
in the case of the summer warming from the surface.

As a rule, higher turbidity is inherent to the coastal waters, which may be
an important factor of the generation of horizontal inhomogeneities of the
water temperature. This mechanism will not be elaborated in what follows
because it substantially depends on the particular characteristics of the spatial
distribution of the suspended matter and its ability to absorb the solar ra-
diation.

3. Beginning of the water exchange

In both the foregoing situations, the origination of the horizontal water
temperature gradients was controlled by strictly local factors, namely, by the
conditions of the heat exchange at the surface and by the response of the
water column of some local depth to these conditions. Consequently, the dif-
ferences in the temperature field appear quite rapidly during the time period
just needed for the response (Fig. 3). In the beginning, the emerging hori-
zontal density gradient is vanishingly small. In spite of the fact that there is

no critical value of the Raleigh number for horizontal convective flows and

exchange motions begin immediately, the temperature changes caused by the
heat exchange in the vertical occur much faster than the emerging horizontal
currents are able to smooth them. Indeed, the field data provide evidence
that differential coastal warming is confidently observed in the coastal zone.
The horizontal temperature gradient continues to grow for some time, but
the currents develop with a certain delay that increases with the distance to
the shore (Farrow, 2004).

For instance, it was shown in (Monismith et al., 1990) that the settling time
of the currents is at least of the same order of magnitude as that of the daily
variations of the heat flux even for a shallow (down to 15 m depth) bay of a
lake. Under conditions of a permanent external heat flux, the system tends to
achieve a quasi-stationary state (Fig. 3) characterized by the (quasi-)constancy
of the horizontal temperature gradient with the latter being determined by
the balance of the heat flux through the surface and the horizontal heat trans-
port with the currents (Farrow, 2004). Under laboratory conditions, the set-
tling process is easy to identity; it takes tens of minutes in a basin of 15-20 cm
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Fig. 3. Development of the horizontal convective water exchange in time at a

constant mean buoyancy flux through the surface. The time scales are given

for typical conditions of a coastal zone of a sea or lake at middle latitudes
(see the text).

depth (for example, (Chubarenko et al., 2007a). However, there are no per-
manent external conditions in nature and, for instance, deeper areas of lakes
or reservoirs frequently fail to achieve the final stationary state during the
daily cycle (Farrow, 2004). Even more, the development of convective circula-
tion is so inertial that the currents sometimes flow in the opposite direction
in reference to the currently existing pressure gradient. As was measured in
(Monismith et al., 1990), the “night type” circulation in a bay was maintained
for seven hours after the switching of the surface conditions from cooling to
heating. Thus, both the final quasi-stationary state and the transition process
are of interest.

4. Characteristic scales of the process

Thus, as the heating and cooling take place above the bottom slope, the
horizontal water temperature gradients arise and grow with time; the respec-
tive gradients of the density and pressure appear; and, consequently, the cur-
rents begin to develop. Physically important for the fluid motion is not the
temperature difference AT by itself, but the corresponding density difference
Ap=ap AT (and the hydrostatic pressures Ap). Due to the nonlinear depen-
dence of the water density on the temperature, equal changes of the latter
within different temperature ranges result in different changes of the density
Ap. In addition, the coefficient of thermal expansion of water a=-1/p-dp/dT
is an alternating quantity. At atmospheric pressure, the change of sign of a
takes place in fresh water at the temperature of the maximum density (7md)
equal to 3.98 °C, in the brackish waters of the Baltic Sea (3 to 8 psu at the
surface) at 3.3-2.3 °C, in the Caspian Sea (6 to 12 psu) at 2.7-1.4 °C, and in the
Black Sea (6 to 18 psu) at 2.7-0.1 °C.

Hence, both heating and cooling occur in many lakes and seas of middle
latitudes at both ¢>0 and a<0. So, the total heat balance of the surface layer
is negative while the coefficient of thermal expansion of the water is posi-
tive during the autumn cooling in the coastal zone. Therefore, the buoyancy
flux into the upper layer B =gaHjpc, [m*s’] is negative (here, g is the gravi-
tational acceleration), the surface waters become denser due to cooling, and
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vertical convective mixing begins to form UML. However, B <0 corresponds
to a combination (2<0, H>0) too, i.e., to water heating at a temperature lower
than 7Tmd (the early spring heating). Similarly, B >0, which corresponds to
the enhancement of the vertical stratification that takes place both during
the warm water heating (at a temperature 7>7md) and during the further
cooling of the cold water (at a temperature 7<7md) (Chubarenko & Dem-
chenko, 2008). Hence, the most universal is the process description in terms
of the buoyancy flux through the surface B [m*s*] and the resulting horizon-
tal density difference Ap [kg/m®] (as is adopted in studies on convection, see,
for example, (Hughes & Griffiths, 2008) rather than in terms of the heat
flux through the surface H [W/m?] and the horizontal temperature difference
AT [°C] at differential coastal heating. The negative buoyancy flux through
the surface corresponds to the generation of the down-slope “cascading”,
while the positive one points to the water upwelling regardless of the heat
exchange conditions under the specific circumstances.

Let us introduce the scales characteristic of the problem. Different scales
are needed because both the vertical and horizontal processes are equally
substantial and distinguished by their physical nature. As the spatial scales,
it is convenient to choose (Fig. 2) the horizontal length of the slope L and
the depth of the layer D in the deep basin area that responds to changes in
buoyancy flux across the surface. The characteristic temperature difference
between the coastal and deep water basin area AT is quite suitable as the tem-
perature scale. This defines the scale of the horizontal difference of the pres-
sure as Ap=Ap g D=p aATgD. An additional discussion is needed to introduce
the remaining scales, namely, the scales of the time and velocities of the verti-
cal and horizontal currents, since the physical basis of the situation changes
with the process’s evolution.

The time of the occurrence of the horizontal density gradients. The response
of the local vertical water columns above the different depths d to the buoy-
ancy flux through the surface B, is the first stage of the development of the
horizontal water temperature gradients. The destabilizing buoyancy flux B
is of physical importance in all the cases. Therefore, the time of the convec-
tive mixing of the water column of depth D (the maximum depth above the
slope, Fig. 2) represents the characteristic time period after the lapse of which
the entire slope is influenced by the external heat exchange. Considering the
rate of the convective turbulent mixing w~(Bd)"* (Maxworthy & Narimuo-
sa, 1994) as the scale of the vertical velocity under the given circumstances,
we obtain the time scale through the division of the total depth D by this
velocity:

zl~D/BD)%= (D¥B)'. 2)

If the destabilizing buoyancy flux comes directly through the surface (as
in the case of the autumn cooling), then B=B  and 7,=(D*B)"*. 1f the buoy-
ancy flux through the surface is of a stabilizing nature (the case of the sum-
mer coastal heating), then the destabilizing buoyancy flux (see expression (1))
makes up B=§B ¢ "". Assuming, in this case, that the e-folding depth of the
light intensity represents a measure of the maximal depth D above the slope,
we obtain D=1 and the respective time of the mixing
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In the context of the present problem statement, this time appears to be
independent on the water transparency. So, the higher the transparency, the
longer the “working” slope length is (and D=1 holds). If the bottom is such
that all the heat reaching the bottom returns into the water (i.e., §=1), then
the time of the horizontal temperature gradients origination is only e'*~1.4
times larger than in the case of the destabilizing buoyancy flux directly from
the water basin surface.

Let us estimate the time scales (2) and (3) for the conditions of the coastal
zone of a natural water basin: at D=10 m, B;~10° m?*/c’, it makes up about
10 min when the destabilizing buoyancy flux comes from the surface and
about 50 min when the flow comes from the bottom that absorbs 50 percent of
the energy. In other words, the scales are of the same order of tens of minutes
in the both cases, which is a very short response time for natural basins. Thus,
formation of horizontal gradients above the bottom slope begins already in
minules or in lens of minules after the initiation of the heating/cooling (Fig. 3)
both with the stabilizing and destabilizing buoyancy flux through the surface.
By that time, the entire domain above the slope has already sensed the external
buoyancy flux, and the density difference has started to form but there is no
mean current yet.

Time of settling of the currents. The horizontal currents begin to develop
under the action of the growing horizontal density gradient. The speed of the
settled current, which corresponds to the settled horizontal density gradient,
can be estimated from the balance of the inertial member and the horizontal
pressure gradient udu/dx=-ljp, dp/dx in the equation of motion if we neglect
the viscosity and the rotation of the Earth.

Accepting the foregoing scales of the respective quantities, we obtain for
the horizontal component of the velocity under quasi-stationary conditions:

. 1/,
—~——2——— ,oru~[g-Ap/p,-D] g (4)

The convective currents’ velocities measured in lakes relate to scales of cen-
timeters per second (Farrow, 2004, Fer et al., 2002, Monismith et al., 1990).
The winter cascading in Lake Geneva is an example of detailed published
evidence (Fer et al., 2002) obtained at D~50 m, AT~0.2 °C, and ¢~10~* (°C)~!,
which yielded u~0.05 m/s for the measured velocity of the flow down the
slope. In this case, the proportionality coefficient in (4) equals 0.5.

Let us consider the time necessary to achieve the “settled” current veloci-
ty (4) as the settling time. Based on the same consideration and on the balance
ou/dt=—ljp, dp/ox, we obtain the scale for the settling time:

el 5
esmeal v

where A=D/L is the bottom inclination. The dependence (5) indicates that
the settling time increases with the slope length, which agrees well with the
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observations. The product Ap/p A in the denominator changes not so strongly:
the lesser density gradients occur at steep slopes (large A) and vice versa.
This approach underestimates 1, because of the use of the settled value of the
horizontal density difference while the real process proceeds at Ap(f) grow-
ing from 0 to Ap. In view of this fact, let us introduce the multiplier 1/2 and
estimate the value of the settling time for the case of L~10 km, AT~1 °C,
a~10~* (°C)™ (from 7.5 to 40 °C), and A~0.001. Expression (5) gives 7,~1.410% s,
or one and a half days, which agrees well with the field data.

Thus, the horizontal convective currents have, apparently, no time to settle
at daily oscillations of the heat flux over the marine aquatic areas, but it ap-
pears quite reasonable to think about the quasi-stationary convective water
exchange at synoptic and, all the more, at seasonal scales of the oscillations.

Time of the water renewal in the coastal zone. Considering u~(gAp/p, D)"”
as the velocity scale and assuming that the water flows out of the coastal zone
as a layer half of the depth D thick, we estimate the time of the complete
renewal of the coastal zone water due to the mechanism of convective water
exchange:

v lp.p L L 6
““ud " u-lYoD uw  [ga-AT-DI* ©)

Although expression (6) has exactly coincided with (5), they differ in their
physical meaning: initially, the exchange currents settle for the time 7, and,
next, the regular renewal of the coastal zone water proceeds at the level of
the settled water exchange. It is important that the renewal scale is of the
order of a few days for coastal zones of closed seas and large lakes, which is
particularly substantial from the viewpoint of aquatic ecology.

5. The value of the horizontal quasi-stationary water exchange

The characteristic feature of the structure of the horizontal convective
exchange is its two-layer nature on any scales: in a laboratory (Chubaren-
ko et al., 2005, Chubarenko & Demchenko, 2008, Gershuni et al., 1989,
Mullarney et al., 2004, Rossby, 1965, Sturman et al., 1999), in a small bay
(Adams & Wells, 1984, James & Barko, 1991, Monismith et al., 1990), in a lake
(Farrow, 2004, Fer et al., 2002, Horsh & Stefan, 1988, Sturman et al., 1999),
in a sea (Filippov, 1968, Ivanov et al., 2004), or in an ocean (Hughes & Grif-
fiths, 2008, Ivanov et al., 2004). This allows us to suppose that the spatial sca-
le is to the most important characteristic of the process. The foregoing analy-
sis indicates that the dependence of the resulting quasi stationary horizontal
flow rate of the exchange current at the depth d above the slope looks like

1. 8/,
Q~u-d~[Ap/p-g-d] *-d~d .

()
Following the idea of (Sturman et al., 1999), the data of many authors from
field and laboratory studies of the horizontal convection above the bottom
slope have been collected to check this dependence. Fig. 4 in a log-log scale
represents the flow rate (in m?/s per one running meter of the shore line) and
the depth of the layer at site of the measurement (in meters). The use has been
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Fig. 4. Dependence of the horizontal convective volumetric flow rate in a basin
with a sloping bottom upon the thickness of the thermally active layer according
to laboratory and field data. The latter are exhaustively described in the text.

made of the following data. The oval-enclosed cluster of dots in the range of
the smallest scales (~0.1 m) represents the data of laboratory experiments
(Chubarenko et al., 2005, Chubarenko & Demchenko, 2008) on heating and
cooling of a basin with sloping bottom. The same cluster involves the results
of similar laboratory experiment on cooling, namely, five points from (Stur-
man et al.,, 1999): a basin with sloping bottom 10 cm deep and the quasi-
stationary flow rate (2-7)-10-° m?s (these points are omitted in Fig. 4).

In (James & Barko, 1991), the data was obtained in a small shallow flat-bot-
tomed bay about 1 m deep of the water reservoir in Galle, USA when study-
ing the water exchange at night on July 25-26 and September 12-13, 1988.
The water exchange value was calculated from the propagation of a rhodam-
ine patch from 10 p.m. to 10 a.m. and is meant to be the estimate of the mean
over the cascading phase rather than the quasi-stationary value. The flow rate
during the nighttime cooling made up ~(2-4)-10-* m%s, being larger in July
(~(2-3)-10~* m?%s) than in September (~(3-4)-10~* m?s).

The measurements in (Sturman et al., 1999) were performed on Septem-
ber 3-5, 1996, in the small lake of Yangebup (Australia) where the intensive
daily heating, clear night sky, and seasonally weak wind create conditions for
the permanent presence of a convective circulation component in the daily
rhythm in the shallow bays. The bowl-shaped lake of 3 m maximum depth
features about one degree of bottom inclination in the coastal area. The meas-
urement at a site 1.8 m deep resulted in the estimate of the horizontal flow
rate of the convective circulation close to ~3:10-* m?%s.

The measurement data for Anna Lake (Adams & Wells, 1984)—flow-rate
close to ~2.3:10-2 m?%s) are given according to a reference in (Sturman et al.,
1999).

The field measurement data above the shelf and slope of Lake Geneva (the
maximum depth is 315 m) were collected during 38 days in the winter of
1999-2000 (Fer et al., 2002) (Table 1). The dots in Fig. 4 represent the flow
rates at the depths of 21 ((8.6%£4.4)-102 m?/s) and 55 m ((32+20) 102 m?¥s)
obtained by the authors as a result of averaging over 25 individual “slugs”, or
masses of cold water slipping down the slopes.

257



1. Chubarenko

The upper-most dot (the dark square symbol) corresponds to the flow rate
of the cold near-bottom intrusions in Baikal Lake (Wiiest et al., 2005) that
originate during the spring heating (7'<7mnd); the estimate of the thickness of
the upper thermally active layer is set by the depth level of the meso-thermal
maximum (~250 m, see Fig. 2 in (Wiiest et al., 2005)). The authors have not
identified the specific origination mechanism of these intrusions, but they
unequivocally relate the intrusions with the thermal processes at the lake sur-
face as the heating proceeded and the temperature tended to reach Tmd.
The specific features of the deep-water mixing in Lake Baikal (the occurrence
of a potential barrier for the sinking of heavier waters) prevented most of the
intrusion from reaching the bottom (Wiiest et al., 2005). Therefore, from the
viewpoint of the exchange mechanism in question, the foregoing flow rate
estimates characterize the mean of the most intensive cases rather than the
quasi-stationary exchange.

The linear approximation of the foregoing data points to the dependence
of type Q~d"*" at trustworthiness of R*=0.96 (Fig. 4). It is substantial that
this experimental evidence. Fig. 3 involves other dots too that were ignored
when constructing the linear trend. These are the data from a numerical
simulation with the help of the non-hydrostatic MIKE3-FlowModel (DHI Wa-
ter & Environment): the symbol (i) marks the values of the horizontal flow
rate of the cooling above the slope through the sections at the depths of 6,
11, 16, 21, and 26 m (Chubarenko et al., 2007b), while the dot (ii) for the 300 m
depth designates the cooling in the basin that reproduces the scales of the
northern shelf and slope of the Caspian Sea. The rectangle (iii) corresponds
to the range of features of 61 cases of “cascading” of various nature observed
under oceanic conditions (see (Ivanov et al., 2004)); their mean flow rate was
estimated by the authors as 0.05-0.08 Sv per 100 km, or 0.5-0.8 m*s/m, and
the depth range made up 40-200 m. Unfortunately, the flow rate estimates
for individual cases of “cascading” of said nature are unavailable.

Five dark triangle markers (iv) were obtained on the basis of study (Titov,
2006) concerning the depth of the UML and the volume of the cold interme-
diate layer (CIL) in the Black Sea for winters of different types (bottom-up):
anomalously warm, warm, normal, cold, and anomalously cold. The “advec-
tion hypothesis of origination of the Black Sea CIL” due to waters that trickle
down the slopes in the winter has been known since the 1950-1960s (Filip-
pov, 1968), and its details are still being discussed thus far. The estimates
of the flow rate in the plot have been obtained through dividing the CIL
volume during the respective winter by the duration of the cooling period
(five months) and the total length of the shore line of the sea (not only the
northwestern sector). According to the present day evidence, the origina-
tion of the cold waters due to similar mechanisms is possible in the center of
the sea too (Titov, 2006): because of the domelike shape of the pycnocline
in the Black Sea, the vertical convection reaches the layer of discontinuity
and the horizontal water temperature gradients appear in the surface lay-
er. This fact can be taken into account if one increases “the length of the
shore line”, which will shift the dots (iv) closer to the line of the general
trend.

The resulting plot generalizes the data in the range of vertical scales (the
thickness of the upper thermally active layer) from few centimeters to 300 m
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and shows that the quasi-stationary convective water exchange varies mean-
while from 10-5 to 5 m*/s per one meter of the shore line. The bottom inclina-
tion range makes up 0.001-0.1 (the slopes were as steep as 0.4 at segments of
the Lake Geneva slopes (Fer et al., 2002)). The same dependence describes the
data on the horizontal flow rate under the “cascading” conditions caused by
the autumnal-winter cooling (at 7>7md), during the daily heating (7>7Tmnd),
and during the heating under a temperature below Tmd. We failed to find
published evidence on the values of the horizontal water exchange at cooling
of the waters at temperature below Tmd. The linear equation y=1.37x-2.89
(Fig. 4), being rewritten in explicit form, gives the dependence Q=0.0013 d'*",
where all of the involved quantities are expressed in SI, the flow rate in
m®/s/m, and d in m.

5. Discussion

Comparison with other authors’ results. The work of Rossby (Rossby, 1965)
is considered as one of the first studies aimed at the evaluation of the quasi-
stationary convective water exchange. He accomplished a laboratory experi-
ment in a rectangular flume with a horizontal differentially heated bottom.
Rossby’s experiments and analysis based on the introduction of scales for the
arising boundary layer, along with later experiments of other authors (for in-
stance, (Mullarney et al., 2004)), have shown that the volumetric rate of the
flow (per unit of the basin’s width) is proportional to the Rayleigh number:

1 4 . . . . .
Q~Ra1,/ ®, where RaF=ngHTZQ. Here, h is the spatial scale, v is the kinematic
0%

viscosity, and k,. is the coefficient of the thermal diffusion. Therefore, accord-
ing to Rossby’s (1965) results, the dependence of the water exchange value on
the spatial scale looks like Q~A*%=h,

It was shown for basins with a sloping bottom (Farrow, 2004, Horsh & Ste-
fan, 1988, Sturman et al., 1999) that, while the arising horizontal exchange is
complicated and differently structured under heating and cooling, it is allied
to the currents observed by Rossby (1965): they are caused by the gradients of
the temperature/density at the horizontal boundary; they are distinguished
by the “always non-stationary” behavior of the exchange and its two-layer
structure with the maxima of the current velocity distant from the boundary.
The numerical and laboratory data (Horsh & Stefan, 1988, Horsh et al., 1994)
for basins with a sloping bottom have demonstrated a substantially stronger
dependence: Q~Ra'", where 2<n<3, which yields Q~A'**2. Sturman et al.
(1999) have generalized the numerical, laboratory, and field data of several
authors (for lakes and small bays) and obtained the dependence Q~hA'? by
means of interpolation. All these dependences are given in Fig. 4 in the up-
per left corner as lines of the respective slopes. It is evident that results of the
present work agree well with the inferences of other authors. The “indepen-
dence” of the foregoing results upon the bottom tilting and the external buoy-
ancy flux through the surface is no more than an outward appearance. First,
both parameters substantially influence the value of the emerging horizontal
density gradient. The laboratory experiments (Chubarenko et al., 2005, Chu-
barenko & Demchenko, 2008) allow us to qualitatively indicate the cause of
this “independence”: large temperature/density gradients that appear above
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gentle slopes and are accompanied by powerful buoyancy fluxes generate
more intensive currents but within a thinner layer. In contrast, at steeper
slopes and weaker buoyancy fluxes, the density gradients decrease and the
currents become slower but their velocity profile broadens (Chubarenko et al.,
2005, Chubarenko & Demchenko, 2008), so that the total flow rate falls short
of being considerably changed. In addition, the effect of the buoyancy flux
strength is actually exhibited through the change in the thickness D of the
thermally active layer. The duration of the water exchange process’s stabi-
lization is changing too: small B and Ap result in a longer time of the slope
response 7, and the time of the current stabilization 7, (see expressions (2) and
(5)). This is corroborated by study (Sturman et al., 1999): the analysis of a
series of numerical solutions has revealed that the currents are insensitive to
changes in value of the external buoyancy flux (the occurrence of the latter
is of importance only) and quite moderately sensitive to changes in the angle
of the bottom slope. Thus, the spatial scale dependence becomes the most
important indeed.

The comparison of the results obtained in basins with inclined and horizon-
tal bottoms shows that the occurrence of a bottom slope considerably intensi-
fies the horizontal convective water exchange. This is confirmed by the well
known engineering fact of faster cooling of tilted bottom basins (laboratory
experiments, for example, (Chubarenko et al., 2005, Chubarenko & Demchen-
ko, 2008)). Such a conclusion appears useful when discussing the quantitative
contribution of the temperature difference between the equator and the Pole
in the thermohaline circulation of the ocean: it is known (Hughes & Griffiths,
2008, Mullarney et al., 2004, Rossby, 1965) that the horizontal convection
in an ocean with a horizontal bottom is insufficient to explain the intensity
of the observable circulation. Indeed, one of the latest estimates of the flow
rate value of the global thermohaline circulation is £5.6 Sv (or 5.6:10° m?/s)
at 26.5 N (Cunnindham et al., 2007), which is approximately equivalent to
2-2.5 m’s~'/m (see the vertical axis in Fig. 4). At a certain depth D~1-3 km
corresponding to the ocean scales, this point occurs markedly higher in refer-
ence to the dependence obtained by Rossby but lower than that obtained by
the author. This apparently means that the availability of bottom inclinations
in the polar regions plays a certain role in the ocean too.

The influence of other factors on the water exchange. The problem of wind,
waves, and the Earth’s rotation effects on the convective water exchange has
virtually not been examined until now. It is evident that a strong wind is able
to completely block the water exchange of this nature for some time, but it is
evident too that the differential coastal heating is persistently observable both
at synoptic and seasonal averaging. At that, the stability of the isotherms when
going in parallel to the shore line and isobaths is not an indication of a lack
of motion but results from the permanently renewable balance of the vertical
and horizontal heat fluxes. There are reasons to believe that the above mecha-
nism continues to operate at moderate winds too and adds its contribution to
the general circulation. Most of the field measurements aimed at convective
water exchange were conducted in lakes and at weak winds. Nevertheless,
observations of winter cascades in seas and oceans are well known. The CIL
of the Black Sea is special evidence of the persistent operation of this mecha-
nism: its advective (nonlocal) origination in the open Black Sea was proved
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(Filippov, 1968), and the significant role of the shelf in the CIL formation has
been shown.

Two factors complicate the analysis of the Earth’s rotation effect: first, the
currents of this nature are always non-stationary and, second, the bottom
availability is of basic importance, which entails the effects of the bottom fric-
tion. It is possible to anticipate that the rotation has no time to influence
the development of the daytime/nighttime circulation and shorter events.
However, it is evident that the seasonal water exchange has to be adopted to
the rotation even though separate down-slope tongues or convective jets are
non-stationary in nature. If there is a permanent pressure gradient down the
slope, the Earth’s rotation leads to the generation of the along-shore current
and the Ekman bottom layer remains to be the only space for water exchange
between the deep and shallow areas. The thickness of the layer is h=(2K /f)"?,
where K_is the coefficient of the turbulent exchange, and f is the Carioles
parameter. At typical K ~10~* m*s, and f~10~* s”!, the bottom layer thickness
containing the down-slope current component turns out to be small (about
1.4 m) regardless of the local depth. This contradicts the field observations:
Fer et al. (2002) have shown that the estimation of the Ekman transport in the
boundary layer v-(2K /f)"* yields less than one-tenth of the observed transport
under the conditions of “cascading” at slopes of Lake Geneva down to the
56 m depth. Thus, the application of the classic version of the Ekman theory
results in the substantial underestimation of the water exchange value. How-
ever, the problem in question admits the application of a somewhat general-
ized Ekman approach. According to the physical meaning, the value of the
coefficient of the turbulent exchange in this context depends on the desta-
bilizing buoyancy flux and the local depth. Based on the dimensionality, we
have for K [m?s] the following:

i.e., the coefhicient of turbulent exchange depends on the spatial scale. In this
case, we have h~d*?B"°f2 for the thickness of the bottom friction layer. This
yields tens of meters for the thickness of the friction layer at B~10-°+10- m?s’,
f~10-* 57!, and a local depth of d~27 m. Thus, the entire exchange current
occurs substantially within the boundary layer, and the Earth’s rotation is not
a limiting factor. The friction layer’s thickness and many other parameters
of this problem turn out to be much more strongly dependent on the spatial
scale rather than on the external buoyancy flux.
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Numerical simulation of 3-D sea circulation
in shelf zone with mesh refinements

Nikolay Diansky

Abstract

Efficient numerical technique for the numerical simulation of the ocean/sea cir-
culation and applying it to the simulation of the Japan/East Sea (JES) dynamics
with high spatial resolution (<5 nm) with mesh refinements in shelf zone is pre-
sented. To solve model equations the splitting method by physical processes and
space coordinates is used. The main parts of the model operator are selected to
perform their numerical treatment independently of one another. The general
methodology and some special aspects of this approach are described. Numeri-
cal simulation of the JES circulation is performed on the basis of the sigma-
coordinate primitive equation model, which was developed at the Institute of
Numerical Mathematics of Russian Academy of Sciences. Analysis of the results
of the numerical experiment is presented. It was shown strong eddy activity of
the JES circulation which is confirmed by observations. This eddy activity has
substantial contribution to the formation of JES large-scale climatic circulation.

IIpeacraBrena apPpeKkTuBHAA METOAONOTUA AN YUCACHHOIO MOAEAMPOBAHU A
OKEaHUYECKOH MAM MOPCKOH HUPKYAALIUU U €€ IPUMEHEHUE AAS pacyeTa gu-
Hamuku fAnonckoro mopsa (AM) ¢ BbICOKUM IPOCTPAHCTBEHHBIM Pa3pelleHueM
(<5 MHAB) CO CTyIIEeHHEM CETKU B MeAb(OBOIl 30He. NS pemenus ypasHe-
HHUH MOZEAH IPUMEHAETCA PACUIEIAEHHE 110 UIUYECKUM IIPOLeccaM U IIPo-
CTPAHCTBEHHBIM KOOPAUHATAM, BBIAEASIOTCA TAABHBIE YACTU OIEPATOpPa MO-
AEAH, KOTOPblE€ YUCAEHHO PEIIAIOTCA OTAEABHO APYT OT Apyra. ONuCeIBaeTCSA
0ob1as METOAOAOTUS U HEKOTOPbIE CHEIMAABHBIE ACHEKThI TAKOTO MOAX0JA.
YucareHHOE BOCIPOU3BEAEHUE HUPKYAALUU IM BBIIIOAHEHO Ha OCHOBE CUTMa-
KOOPAHUHATHONH MOZEAU B IPUMHMTUBHBIX yPABHEHUAX, padpaboTanHoii B MH-
CTUTYTE€ BBIYUCAUTEABHOH Maremaruku Poccuiickoit akagemun Hayk. IIpea-
CTaBAEH aHAAU3 PE3YABTATOB YMCACHHOIO 9KcnepuMmenTa. ITokasana cunbHas
BUXpEBAsA AaKTUBHOCTb HUPKyAAnuu M, KoTopas NoATBEpPKAAETCA JAHHBI-
Mu HabAlogeHuil. Takaa BUXpepas aKkTUBHOCTD 4A€T CYHIECTBEHHBII BKAA/J B
dopMHpOBaHHE KPYITHOMACIITAOHOM KAUMATHYECKOH TUpKyAsariun M.

Nikolay Diansky (><)
Institute of Numerical Mathematics, Russian Academy of Sciences (INM RAS)
e-mail: nikolay.diansky@gmail.com
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1. Introduction

The aim of this work is to present efficient numerical methods of predic-
ting the ocean or sea dynamics. These methods are used for calculating the
circulation in the Japan/East Sea (JES) or the Sea of Japan, which is character-
ized by the strong annual cycle and complex spatial and temporal variability.
For the adequate simulation of the complex dynamics of the JES and the pe-
culiarities of its eddy structure it is necessary to use models with high spatial
resolution highest then 5 nm, which are physically complete and numerically
efficient. Such models are based on nonlinear differential equations describ-
ing the evolution of 3D velocity, temperature, salinity fields as well as pressure
and density.

Numerical treatment of the JES circulation is performed on the basis of
one version of the model of ocean dynamics, which was developed at the In-
stitute of Numerical Mathematics (INM) (Zalesny, 1996, Diansky et al., 2002).
The global version of the INM ocean model (INMOM) is used as the oceanic
component of the IPCC climate model INMCM3 which developed also at the
INM and is presented in the IPCC Fourth Assessment Report (Solomon et al.,
2007).

2. Description of Institute of Numerical Mathematics Ocean Model
(INMOM)

The Institute of Numerical Mathematics Ocean Model (INMOM) is a so-
called “terrain following” o-coordinate ocean model. The model is based on
the primitive equations of ocean dynamics in the Boussinesq and hydrostatic
approximations, written in a generic spherical system. Prognostic variables of
the model are the horizontal components of velocity, potential temperature,
salinity and SSH. The global version of the INMOM with coarse spatial reso-
lution is used as the oceanic component of the IPCC climate model INMCM
presented in the IPCC Fourth Assessment Report (Solomon et al., 2007).

2.1. Specificities of the model

The main feature of the model, which distinguishes it from such other well-
known ocean models as the z-coordinate Modular Ocean Model (Pacanov-
sky & Griffies, 2000) based on the pioneering work (Bryan, 1969), the OPA
ocean model (Madec et al., 1998), the o-coordinate Princeton Ocean Model
(Mellor, 1998), and other models, is that the numerical implementation of the
model uses splitting with respect to physical processes and spatial coordinates
(Marchuk, 1968, 1988). This technique eliminates much of the difficulties
associated with the approximation of the terms involving gradients of pres-
sure, density, and bottom topography in the o-coordinate system. Biharmonic
viscosity is used for the momentum.

Governing equations. The Institute of Numerical Mathematics Ocean Mod-
el (INMOM) is so-called o-coordinate ocean model. Its vertical coordinate ¢ is
the dimensionless variable defined by the relation:

B 0,1 1
O_I{_—Z, 06[,], ()
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where H is the total ocean depth, {is sea surface height (SSH) deviation from
undisturbed state and z is the physical vertical coordinate in depth downward
directed. An advantage of this coordinate system is that the bottom topogra-
phy can be smoothly represented and that currents are well described in deep
ocean layers, on the continental shelf, and the continental slope.

The model is based on the primitive equations of ocean dynamics in the
Boussinesq and hydrostatic approximations, written in a generic spheri-
cal system (x, y), where x and y are longitude and latitude in particular case.
The prognostic variables in the model are the horizontal components of veloc-
ity, potential temperature, salinity and SSH. The equations are:

momentum:

H(1 Lap, 9| 9 v du
Du~(f+&pH==—|—P ot — —tog— |+ — — — +Fu,  (2)
r\p, © p, 9x ox doc H do

H[1 1 ap a( a v
Dy+(f+HuH=—— —Py+— g — |+ — — — +Fy, (3)
UV P, ay do H do
continuity:
) 1 dw 1 o
dvot— —=——, “)
' H o0 H ot
heat:
_ 8w, 30 R
DO=— L2 —+DO+— , (5)
© 90 H 9o o
salt:
D=2 g 6
" 90 H do ’ ©)

intended specially for ocean circulation models, the equation of state from
(Bryden et al., 1999) makes allowance for water compressibility:

p=p(0,S+35psu, p goH). (7)

Here u=(u, v) is horizontal velocity vector, « and v are zonal and meridional
velocity components; » is vertical velocity in o-coordinate, that is related with
vertical velocity w in z-coordinate by:

u dZ v dZ 9Z
w=w—|——+——+—|, 8)
r,ox 7o dy 9t

where Z=0(H-{)+{=0h+(, 7 =acosy and r =a are metrical coefficients, where
a is earth mean radius; 6 is potential temperature; R is penetrative radiation
flux; S is salinity deviation from the constant 35PSU; p is density deviation
from a mean profile, depending on water column pressure p gz with aver-
age ocean density p,=1.025 g/cm® at the depth z=0h; f/=2Qsiny is Coriolis pa-
. . I [or r .
rameter, where Q is Earth angular velocity; é=— a—‘-‘v_a—xu 1S momen-
r r \ox
tum change in curvilinear coordinate system; v, v, and v, are vertical viscosity

266



Numerical simulation of 3-D sea circulation in shelf zone

(for u and v) and diffusion (for 6 and §) coefficients; p, is sea level pressure.
The coefficients v, v, and v, are calculated by Pacanovsky and Philander (1981)
parameterization.

Horizontal pressure gradient components P and P, in (2) and (3) are writ-
ten in the form: )

B ( ap) ) (aH p ))

P = 5 g(ax (H‘! P05 dol-o\ — p-H — ||,
RNE ( ap) ) (aH ap ))

p= 2 (ay (H»O[‘ SRy do-o ay e ay

that reduces approximation error in o-coordinates.
The momentum transport operator in (2) and (3) is used in semi-divergent
symmetrized form:

D_l(arp ah¢) L IR N A
LI P TIFT AT rHu Gt g O

that allows us to reduce 3-dimensional transport problem to 3 one-dimen-
sional ones, and each of them can be solved by using implicit time integration
methods.

Temperature and salinity transport operator is used in divergent form:

h 1
D¢_6_q)+_ 0 —(r Hugo)+i (r Hvyp) + — (11)
ot ax 9y

that provides heat and salt conservation.

The second-order lateral diffusion operator for heat and salinity is repre-
sented in universal form in order to provide adequate description of ocean
dynamic processes:

D 1 o I:K“H rv(arp 8(/))] 1 o KXHlL (arp 8(/))]
v= r.or, o0x r o\ ox ¥ 3g Y Fo\ax a0 *

I o [ 9y 6;0)] 1 9 [ T (azp 6;0)]
+rxrv ady |:K‘H ry(ay N ag)]” r.r, 00 K‘H " ady eEY

where p is either 0 or S, K*(x, y, 0H) and K'(x, y, cH)—lateral diffusion 2nd
order coefficients. The terms x_and K, define one ore more directions for dif-
fusion. For instance: ’

aZ/ox  dp [ox
K =a + —p/’—,
*0Zjoo © dp joo

azZ/ay  dp /o
L L)
Y 0Z/do T 9p oo
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If a=0, p=0, the diffusion occurs along o-surfaces; if a=1, f=0—along
z-surfaces; if a=0, f=1—along p-surfaces.

The velocity equations use the plain (for o-coordinate models) form of lat-
eral viscosity acting along g-surfaces, which is completed by the 4™ order vis-
cosity operator.

Fyp=F'p+ [y, (14)

where p is either u or v, F' and F? are:
F'=Hdiv,(Agrad,), (15)

and 1
F? =—H(divh(B§gradh))2. (16)

A and B in (16) and (17) are 2nd order diagonal tensors:

A_(AX o) B_(Bx o) "
\No a/) - ’ @)

0B

An approximation 9Z/d(x,y, 0)=0d(cH)/d(x,y,0) is used in these equations
because it 1s assumed that ¢c=H.

Hunke & Dukowicz (1997) elastic-viscous-plastic model for sea ice dynamics
is used in the INMOM.

The mathematic boundary conditions for ocean model are:

At sea surface 0=0:
v’ for horizontal velocity components:

v ou @1,
——|,= , (18)
H do Lo
where (z,7) is wind stress vector at sea surface;
v for vertical velocity:
wl,_,=0, (19)

corresponding to the linearized kinematic condition w=4¢/dt in z-system;
v for temperature and salinity:

1 Ay 6;0) 1 (ago azp) v arp]
— K* ——x — |+— K —_—— —] - — =
[ r KHK*’(ax * 90 s RHx, ay %90] T H 00 |~

(20)

where g is either 6 or S, ¢, and ¢, are normalized heat and salt fluxes at ocean
surface, which can depend on the model solution at sea surface.

At the ocean bottom g=1:
v' no normal current condition:

0, @10

o=1""
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corresponding to the condition w| _, =ul
v quadratic bottom friction:

v Ju
=C Vu+vi+elu| _ , (22)

_EE |U:l

10H 10H - .
B U 5 in z-system;

where €, =2,5X10* and ¢,=5 cm/s;
No heat and salt flux conditions

1 Ay 6(/)) 1 (arp azp) v a(/;]
— ke |k T = o[ ok T - e TR =0, (93
[ r KHK*‘(&X LY, r KHx,| dy o0l T H o0 bt (23)

where  is either 6 or S.
At the lateral boundary 2 no normal current and free-slip conditions are
set for velocity:

n-ul=0, (24)
n-(Agrad,u + B%gmdhuT) |§= 0, (25)

n-gmdh(divh(B%gmdhu)) ls=0, n-gmdh(divh(B%gmdhv)) ls=0. (26)

where n is a vector of normal to the lateral boundary 2, u_is velocity compo-
nent tangential to 2.
At the solid walls of 2. the isolation conditions are set for 6 and §:

n (Kgrad6) |Es=0’ n (KgradS) |Es=0' 27)

If there are open boundaries, observed values of temperature 6, and salin-
ity S, are set at liquid boundaries:

% |21:60h" S |Zz:SW (28)
The initial conditions by {={  are set as:
u=u, v=v, 0=0, S=S, ={, (29)

2.2. Numerical realization

Splitting methodology with respect to geometric coordinates and time are
constructed to derive simpler evolution equations. The model uses spatial ap-
proximations on a staggered C-grid (Arakawa & Lamb, 1977). The splitting
method allows implementing efficient implicit time-integration schemes for
transport and diffusion equations for elements (the Crank-Nicholson approx-
imation is used for transport processes, and an implicit scheme is used for
diffusion and second-order viscosity). The shallow water linear equations are
integrated by iterative or direct method without splitting. In the geostrophic
adjustment problem, the Coriolis terms are also approximated implicitly by
(Delecluse et al., 1998).
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2.2.1. Boundary conditions in numerical realization

Land-ocean interface. The major flux between continental margins and
the ocean is a mass exchange of fresh water through river runoff. Such an
exchange modifies the sea surface salinity especially in the vicinity of major
river mouths. It has to be taken into account for long term integrations as
it influences the characteristics of water masses formed (especially at high
latitudes). It is required for closing the water cycle of the climate system. It is
usually specified as a fresh water flux at the air-sea interface in the vicinity
of river mouths. Year climatic runofts are used from the CORE data (forcing
for Common Ocean-ice Reference Experiments) (Large & Yager, 2004). Main
rivers are spread and coastal runoffs are applied along the coast.

Solid earth-ocean interface. The boundaries are set to no flux conditions
of heat and salt across the solid boundaries. For the moment, there is no flow
across the solid boundaries, i.e. the velocity normal to the ocean bottom and
coastlines is zero. The free-slip conditions are used at the lateral boundary
and non-linear bottom friction.

Open boundary. All open boundaries are buffer zones where temperature
and salinity fields are damping toward the climatic monthly mean from Levitus.

Atmosphere-ocean interface (the forcing of the model): the kinematic sur-
face condition plus the mass flux of fresh water PE (the precipitation minus
evaporation budget). The atmospheric conditions from the CORE data are
transformed into surface fluxes with the bulk formulae for latent and sensible
heat fluxes and wind stresses. The heat, salt and momentum fluxes at the
sea surface are calculated using 6hr atmospheric wind, pressure, temperature
and humidity, daily shortwave and longwave radiation and monthly preci-
pitation.

2.2.2. The closure equations and the dissipation terms

The vertical viscosity and diffusion coefficients are calculated by Pacanovsky
& Philander (1981) parameterization. Laplace operator along the geopoten-
tial surface is used for the lateral diffusion on the tracers and a bi-Laplacian
along o-surface is used for the lateral viscosity on momentum.

2.2.3. Type of computation/configuration

The geographical domain is the full JES basin. The bathymetry is proc-
essed from ETOPO2 2-min bathymetry. Spatial resolution is changed from 5
near Japan islands to 0.5 nm in the Bay of Peter the Great and the Strait of
Tartary. The Tsushima Strait, Tsugaru Strait, Laperouse Strait and Strait of
Tartary are buffer zones where temperature and salinity fields are damping
toward the climatic monthly mean from Levitus.

The non-uniform distribution of the levels is such that, for the ocean depth
equal to 3,500 m and for the number of levels equals to 25, the upper 150-m
layer contains 10 levels. A higher concentration of model levels in the upper
layer is required for a better treatment of stratification and mixing in that
layer, as well as for a better representation of the structure of surface and
subsurface currents.
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3. Results of experiments

At first the experiment have been performed to reproduce the annual cycle
of climatic circulation in the JES. The model was run from Levitus data for
5 years with the so-called normalized annual cycle in atmospheric forcing
from the CORE data. Then several runs for years 1976, 1983 and 2003 were
performed. Fig. 1 shows the surface climatic currents simulated in (cm/s) for
winter (left panel) and summer (right panel). These results have good resem-
blances with observed data (see, for example, (Naganuma, 1973)).

One can see that well reproduced surface currents, forming main cyclonic
gyre, which is composed of warm Tsushima Current in the east and the cold
Primorskoe Current in the west. The last change its length to the south dur-
ing the year. It is mesh refinements in shelf zone which permit to reproduce
well Primorskoe current.

Fig. 2 shows strong mesoscale eddies in the JES. This eddy structure of
JES currents is well reproduced in model results shown in Fig. 3. This figure
shows that mesoscale eddies have strong impact on current field formation in
the JES.

4. Summary

Efficient numerical technique for the numerical simulation of the ocean/
sea circulation is presented. The its application to the solution of the problem
of the Japan/East Sea (JES) circulation with high spatial resolution demon-
strated that this numerical technique works well in reproducing velocity field

Fig. 1. Simulated surface climatic currents (cm/s)
for winter (left panel) and summer (right panel).
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Fig. 2. Anti-cyclonic eddies in the northwestern Sea of Japan on the satellite image
in the infrared range for January 11, 1997 (satellite NOAA-14). The dark tone
of the image corresponds to the warmer waters.

in the JES. Simulation of the time evolution of the circulation of the JES was
performed.

The calculations show the high eddy activity of the JES. Mesoscale eddies
can modity the structure of basin scale currents. With high spatial resolution
which is accompanied by the high eddy activity, requirements for the obser-
vational data are greater.

It is shown that for the simulation of the circulation of the seaward part of
the JES it is necessary to use the 3D circulation model with high spatial resolu-
tion to adequately reproduce the structure of the eddy circulation, since the
eddy activity may have strong impact on the spatial and temporal variability
of currents.
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Upwelling in the Baltic Sea

Andreas Lehmann, Kai Myrberg

Abstract

Up- and downwelling are typical phenomena in the Baltic Sea. Because of the
complex coastline and many islands, winds from any direction cause up- and
downwelling near the coast. The extent of upwelling is scaled by the internal
Rossby radius which is about 2-10 km in the Baltic Sea. During summer and
autumn when the sea surface is warm, upwelling can be observed by infrared
satellite images as a local drop in temperature of several degrees. Upwelling is
forced by sudden storms or strong wind events from different directions, with
typical time scales ranging from a few days up to weeks. Satellite data indicate
that the horizontal scales of coastal upwelling are of the order of 100 km along-
shore and some 10-20 km off the coast. A general introduction of the upwelling
process will be presented, but also recent results of a comprehensive analysis of
satellite data for the period 1990-2009, as well as results of numerical model
simulations from which the upwelling process can be studied with respect to
transports and fluxes.

An- U JAyHBEAAUHIH — THUIIHUYHBIE ABA€HHA Ha Baatuke. I[Tockoabky Gepe-
roBasg AMHHUSA U3PE3aHA U UMEETCA MHOKECTBO OCTPOBOB, BETEP IpPaKTHUE-
CKH AIOOOTO HalPaBACHHUS BBI3BLIBAET NPHOPEKHBIE A- HAH JAyHBEAAHHT.
HpOCTpaHCTBeHHbIﬁ MaCIJ_ITa6 AIlIBEAAUHI'A CBA3AaH C I/IHepL[I/IOHHbIM pazmy—
com Poccbu, nmeromum gnasa baatuiickoro Mops nopagok 2-10 kM. Aetom u
OCEHBIO, KOTJa BOJABI HA IOBEPXHOCTU TEIIABIE, AIIBEAAMHI IPOABASIETCA HA
UHPPAKPACHBIX CHYTHUKOBBIX CHHUMKAaX KaK AOKAABHOE IOHMKEHHE TeMIIe-
paTprI Ha HECKOABKO FpaAyCOB. AHBC]\/\I/IHF BbI3bIBACTCA LLITOpMaMI/I AN
CUABHBbBIMU BeTpaMI/I C pa3/\I/I‘IHbIX HaHpaB/\eHI/If/i u O6LI‘IHO umeerT BpeMeHHOﬁ
MacimTab OT HECKOABKHUX AHEH JO HECKOABKUX HegeAb. CIIyTHUKOBBIE JAHHBIE
yKaSbIBaIOT, q9To HpOCTpaHCTBeHHLIe MaC]_LITa6bI HpI/I6pe}KHOFO alIBEAAUHTIA
umeloT nopsagok 100 kM Bgoas Gepera u 10-20 kM nonepek Hero. B Aeknjun
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nmpeJCcTaBAeHBI Kak obIjee BBeJeHHE B Iporecc GOPMHPOBAHUA allBEAATH-
ra, TAK M HOBbIE PE3YABTATHI KOMITAEKCHOTO aHAAHM3a CIyTHHKOBBIX CHUMKOB
3a nepuoj 1990-2009 rr., a TaKKe pE3yABTATbl YUCAEHHOTO MOAEAUPOBAHUS,
MO3BOASIONIETO HCCAEZOBATH BOMPOCH TPAHCTIOPTA U MTOTOKOB BEIecTBa MpH
aIBEeAATHTE.

1. Introduction

In general, upwelling is the result of horizontal divergence in the surface
layer of the ocean. It involves wind-driven motion of dense, cooler and usually
nutrient-rich water towards the ocean surface, replacing the warmer, mostly
nutrient-depleted surface water. Upwelling is an important process in the Bal-
tic Sea. As the Baltic Sea is a semi-enclosed basin with a small size (Fig. 1), up-
welling become frequently visible all along the coast depending on prevailing
wind conditions (for details see Lehmann & Myrberg, 2008).

2. Early studies of upwelling

The first documented scientific observation of upwelling in the Baltic Sea
was carried out by Alexander von Humboldt (Kortum & Lehmann, 1997).
During August 1834 von Humboldt was traveling with a Russian steam boat
from Szczecin to Kaliningrad and back to Szczecin. While the boat was tra-
veling at about 2-3 nm off the coast, Humboldt measured a strong drop in sea-
surface temperature of about 10 °C near the 18° longitude off the Polish coast
(Fig. 2), while eastward of Hel Peninsula, the temperature again increased to
values of about 20 °C. Von Humboldt speculated that in deeper layers of the
Baltic Sea cold water exists which reach the surface in a similar manner like
katabatic winds that blow down a topographic incline but in opposite vertical
direction (anabatic winds).

A first comprehensive explanation of the upwelling process could be given
by the application of Ekman’s theory (1905). It provided a basis for under-
standing the effect of wind stress on ocean circulation, and showed that due

66°N

Fig. 1. Topographic map of the Baltic Sea
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Fig. 2. Sea-surface temperature in the beginning of September 1997 redrawn

from infrared satellite data. A similar upwelling situation has been observed in

August 1834 by A. v. Humboldt when traveling from Szcczecin to Kaliningrad
(Kortum & Lehmann, 1997).

to the effect of Earth’s rotation and frictional forces, the net transport of water
due to the wind stress is directed 90° to the right of the wind in the Northern
Hemisphere.

Further studies of Baltic Sea upwelling were carried out by Palmén & Lau-
rila (1938), Hela (1946), Sjoblom (1967), Walin (1972a, 1972b) and Svansson
(1975). These results were based on analyses of measurements. Their work
has been summarized by Hela (1976). Palmén & Laurila (1938) described the
change in surface temperature after a strong wind event. Additionally, Hela
(1946) and Sjoblom (1967) argued that certain sub-regions of the Baltic Sea
coast are more favorable for upwellling and that these regions are also favo-
rable as fishing areas. Svansson (1975) discussed a possible relation between
upwelling and the generation of Kelvin waves.

3. Observations (from traditional methods to remote sensing)
3.1. Detection

Before satellite data were available upwelling could only be detected on
the basis of temperature measurements during the thermal stratified peri-
od (Hela, 1976). Among those studies an important early founding was the
one by Palmén & Laurila (1938). In the transition from September to Octo-
ber 1936, hydrographic sections across the Gulf of Finland were carried out
which documented strong changes in temperature and salinity distributions
due to upwelling at the Estonian coast. Even if first results were already pub-
lished before World War II, upwelling as a process itself remained poorly
understood for a long while. So, the measurements of upwelling were in some
extent random in character and not results of well-prepared measurement
campaigns. Only in the 1970’s more comprehensive results were obtained.
Walin (1972a) detected upwelling at the Swedish east coast and found that
temperature fluctuations extended only 5-10 km offshore. He also proposed
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these fluctuation to have a tendency to propagate along the coast as internal
Kelvin waves. Svansson (1975) also found upwelling in the Hano Bight, as Wa-
lin (1972a). Svansson also took up the question of the biological significance
of upwelling in the coastal regions where nutrients may be transported to the
uppermost, euphotic layer of the sea. This fact has been later found to be an
important element of the upwelling phenomenon.

One of the main areas where upwelling has been observed in temperature
measurements, is the northern coast of the Gulf of Finland (Hela, 1976, Nie-
mi, 1979, Kononen & Niemi 1986, Haapala, 1994). All these papers confirm
that upwelling is especially favored by south-westerly winds. In such cases,
sea-surface temperatures can drop by 10 degrees in 1-2 days during stratified
periods. During such conditions, when the surface layer can be depleted of
nutrients, upwelling plays a key role in replenishing the euphotic zone with
the nutritional components necessary for biological productivity. Consequent-
ly, upwelling favors fishing in the area (Sjoblom, 1967). Niemi (1979) found
out that in such areas where upwelling lifts phosphorus-rich deep water to
the surface, the N/P ratio becomes low which favors the blooming of nitro-
gen-fixing blue-green algae.

3.2. Analysis

The utilization of satellite measurements started in the early 1980’s and
since then space borne measurements of various kinds (AVHRR radiometers
in NOAA satellites etc.) have been utilized by numerous authors (e.g Siegel et
al.,, 1994, Kahru et al., 1995, Lass et al., 2003, Kowalewski & Ostrowski, 2005).
Among the most comprehensive studies is the one by Horstmann (1983) where
the author studied upwelling at the southern coast of the Baltic Sea from
AVHRR satellite data for the year 1982. Sequences of satellite pictures docu-
mented the development of upwelling during south-east and easterly winds at
the western coast of Riigen, along the Polish coast between the Pommeranian
Bight and Ustka, and from Leba to Hel Peninsula. Gidhagen (1987) did an
analysis based on AVHRR data and concluded that upwelling at the Swed-
ish coast take place up to 10-20 km offshore and about 100 km alongshore.
According to Gidhagen (1987) water is lifted to the surface from depths of
20-40 m which is somewhat larger than previously estimated. He also found
that in some areas upwelling exists even one-fourth to one-third of the time.
Bychkova & Vikorov (1987) found 14 upwelling cases around the Baltic with
different scales and life-times. In the southwestern Baltic, at the German and
Polish coasts, satellite observations of upwelling were analyzed by Siegel et al.
(1994).

4. Basic physical principles of upwelling

4.1. Ekman transport

The work of Ekman (1905) provided a basis for understanding the effect
of wind stress on an infinite non-stratified ocean. Due to the effect of the
Earth’s rotation and frictional forces the net transport due to the wind stress
is directed 90° to the right of the wind in the northern hemisphere. Thorade
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(1909) first applied Ekman’s theory to an upwelling situation. He showed that
coastal winds blowing parallel to the coast were sufficient to induce an off-
shore transport of surface water.

The wind stress on the sea-surface is based on the following formula

=C,p,|U|U, (2

with €, the drag coefficient, p, density of air and U, the wind velocity at 10 m
height. The effect of the driving force is limited to a small surface boundary
layer, the Ekman boundary layer of depth D, =n (2u,/f)” within which the cur-
rent rotates and decreases with depth. pdenotes the vertical eddy viscosity
and f the Coriolis parameter. This depth, D, called the depth of the frictional
influence or the depth of the wind current. This depth coincides not neces-
sarily with the depth of the mixed layer. Although the transport of water
within the Ekman layer is in different directions at different depths, the total
wind-induced mass transport, integrated over this layer, is 90° to the right of
the wind. Therefore, a horizontal surface divergence must occur wherever a
coastline is found on the left of the wind. The width of the frictional bound-
ary layer at the coast depends on the horizontal viscosity, and is given by
D,=n2u,/f)” (Tomczak, 1972).
The Ekman transport is given by

M=t f (3)
M,=—,Jf. )

The relation between Ekman transport and wind stress is independent ofp_
and the vertical friction coefficient and f'is the Coriolis parameter (f=2wsiny).
Once the wind stress has been determined the corresponding offshore trans-
port can be calculated from Ekman transport relations (Smith, 1968). For
two similar wind events the same transport will result, but whether upwelling
will have a temperature signal in the sea surface depends additionally on the
bathymetry and the thermal stratification.

Upwelling as a meso-scale feature is scaled by the internal Rossby radius.
It is defined as

R=c[f, 5)

where n=1, 2, ..., ¢ -s are the phase and group speed of Kelvin waves and as
the thermal stratification varies seasonally depending on changes in heating
and wind induced mixing in the Baltic Sea, the baroclinic Rossby radius var-
ies between 1.5-10 km (Fennel et al., 1991, Alenius et al., 2003). Typical scales
of upwelling in the Baltic Sea are:

v vertical motion: 10°~10~* ms~'~1-10 m/day;

v horizontal scales: 10-20 km offshore, 100 km alongshore;

v temperature change: 1-5 °C/day;

v temperature gradient: 1-5 °C/km;

v lifetime: several days up to one month.

The principle response of a stratified elongated basin to constant wind in
lengthwise direction of the basin can be described as follows (Krauss & Briig-
ge, 1991) expecting that the wind direction is parallel to the coasts:

(1) In the surface layers there is an Ekman transport in cross-wise direction.
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(i1) This Ekman transport produces (in northern hemisphere) a sea level rise
on the right-hand coast (viewing in wind direction) and a fall on the left-hand
side. Furthermore, down-welling occurs on the right-hand side and upwelling
on the left-hand side resulting in baroclinic effects of the same sign at both
coasts.

(iif) Consequently coastal jets are produced along both coasts parallel to the
wind direction and a slow return flow compensates this transport in the cen-
tral area of the basin.

The scheme of this circulation (Fig. 3) can be applied to the different sub-
basins of the Baltic Sea. Krauss & Briigge (1991) demonstrated that upwelling
in the Baltic Sea should be regarded as a three-dimensional current system
affecting not only the local coast but also the opposite coast and the internal
of the basin (Fennel & Sturm, 1992, Fennel & Seifert, 1995). However, the
vertical extension of the Ekman compensation below the mixed layer is re-
stricted in the Baltic due to the existence of the halocline normally at a depth
of 50-80 m.

4.2. Kelvin waves

Abrupt changes in the alongshore component of the wind stress gener-
ate in stratified waters internal Kelvin wave fronts which limit the ampli-
tude of upwelling and give rise to a countercurrent under the thermocline
(e.g. Gill & Clarke, 1974). Coastline irregularities generate Kelvin waves in a
manner similar to the wind-stress variability (e.g. Crepon et al., 1984). It de-
pends on the shape of the coastline irregularity and the incident angle of
the wind whether upwelling will be stabilized or destabilized by propagating
Kelvin waves. The generation of Kelvin waves fronts is not only linked to the
existence of abrupt discontinuities in the coastline, even continuous variations
of the angle of the incident wind on the coasts can initiates Kelvin wave fronts
(Crepon et al., 1984, Fennel & Seifert, 1995).

Thus, upwelling areas are related to the shape of the coast, and filaments
will be generated at the same locations under similar atmospheric conditions.
Even remote areas which are not affected by local upwelling directly will be
reached by propagating Kelvin wave fronts.

WIND

Fig. 3. Principle response
of an elongated basin to H
constant wind in length

direction of the basin, redrawn
from Krauss & Briigge (1991).
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4.3. Atmospheric forcing

Coastal upwelling depends on atmospheric forcing: wind speed, direction
and duration of the wind events. So, accurate descriptions of the wind, tem-
perature and humidity fields are essential for studying upwelling dynamics.
From Ekman’s theory, long-shore winds are most effective to generate up-
welling.

A measure of the characteristics of the wind suitable to produce upwelling
is the wind impulse / (Haapala, 1994).

t t
1=[rai={c,p, U2t (6)
0 0

where p_is the air density, C,is the drag coefficient, U, the wind speed at 10 m
height and ¢ the wind duration. The occurrence of upwelling depends on the
stratification and the strength of the wind impulse. During thermal stratifica-
tion a 4,000-9,000 kgm~'s™' wind impulse of about 60 h duration is needed to
generate upwelling, and when the sea is thermally homogeneous the impulse
required is 10,500-14,000 kgm='s". This implies that under strongly stratified
conditions the wind stress has a direct effect only on the relatively thin water
column over the thermocline. Even quite weak winds can lead to upwelling.
If the stratification is weak the influence of the wind penetrates distinctly
deeper, and more wind energy is needed to produce upwelling (Haapala,
1994). For the Baltic area there exist different general weather conditions
which are favorable for upwelling at various coastal areas. Bychkova et al.
(1988) identified 22 typical areas in different parts of the Baltic Sea which were
favorable for upwelling in relation to 11 different wind conditions (Figs. 4, 5).
For example the wind event I (north-easterly wind) is coupled with upwelling
regions 3, 5, 6, and 9 while for example case VI (west, south-westerly winds)
are coupled with cases 2, 10-20 and 22 (see Bychkova et al., 1988 for details).

Fig. 4. Main upwelling
regions in the Baltic Sea due
to corresponding general
weather conditions, redrawn
from Bychkova et al. (1988).
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5. Requirements on future research

To resolve the full spectrum of meso-scale features numerical models
should have a horizontal resolution in the order of the internal Rossby ra-
dius or even higher. These high resolution models should be validated with
high resolution satellite data and hydrographic measurements which provide
information not only on the location of upwelling but also on the temporal
development and horizontal extent. Thus high resolution hydrographic mea-
surements campaigns are needed to describe the upwelling process mainly
due to changes in stratification and mixing of different properties including
nutrients. High resolution modeling can then attribute corresponding trans-
ports and quantification of the upwelling process including mixing. The com-
bined advances in observational techniques and modeling can help to un-
derstand the upwelling process and related implications. The mostly needed
research should aim at:

v" quantification of transports and fluxes on-/offshore related to upwelling
including coastal jets;

v contribution to the total mixing and impact on residence times;

v impact and quantification of changes of the interaction between ocean and
atmosphere;

v" documentation of upwelling areas and their probability to occur with re-
spect to specific atmospheric general conditions for the total Baltic Sea;

v impact of upwelling on bio-geochemical processes and phytoplankton de-
velopment;

v impact of climate change on wind fields and related changes in upwelling
regions.

A deeper understanding of the upwelling process and its implication on
the marine environment will lead to an improvement of the prognosis of the
local weather prediction, algae bloom forecasting, transports and mixing of
nutrients and harmful substances.

45

Fig. 5. Typical general weather conditions favoring upwelling in the Baltic Sea,
redrawn from Bychkova et al. (1988).
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Multiparametric in-situ observations
in the Gulf of Finland

Urmas Lips, Inga Lips, Taavi Liblik, Villu Kikas,
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Abstract

New observation tools, which enable to measure the fine structure of marine ec-
ological state variables, are significantly improving the existing understanding
of the ecosystem functioning and may be applied operationally. We present the
multiparametric observations in the Gulf of Finland (Baltic Sea) using an autono-
mous system installed on board a ferry (autonomous measurement twice a day:
time step 20 s, spatial resolution 150 m; weekly sampling), a moored water col-
umn profiler (vertical profiling of temperature, salinity and Chl a fluorescence
with a time step of 3 h) and an ADCP deployed in the gulf, and measurements
and water sampling on board a research vessel. An analysis of the collected data
together with wind data from the area enabled us to characterise the structure
and variability of hydrophysical fields, nutrients and phytoplankton and to re-
late the observed changes to the forcing and key processes.

Hosble cpeacTBa namMepeHuii, IO3BOAAIOIIUE U3MEPATL TOHKYIO CTPYKTYPY
IapaMeTpoB MOPCKOH BOADI, CYIIECTBEHHO PACIIMPUAHU CYLWIECTBYIOLIHE BO3-
MOKHOCTU B IIOHUMAHUHU (PyHKIIHOHUPOBAHUA MOPCKHUX 9KocucTeM. OHH Tak-
7K€ MOTYT MCIIOAB30BATbCA U AAS ONEPALMOHHBLIX LeAel. Mbl npegcraBasieMm
MHOTOnapaMerpudeckue Habaogenus B Punckom 3aruse (baaruiickoe mope)
C UCIIOAB30BAHHEM ABTOHOMHBIX U3MEPHTEABHBIX cucTeM. OjHa u3 HUX ObIAa
yCTAaHOBAEHA Ha 60pTy mapoMma, Mepecekaomero akBaTopuio 4Ba pa3a B A€Hb.
HamepeHus npoBoAUAUCH Kaxkgble 20 ¢, 9TO COOTBETCTBOBAAO HIAr'y IO HPO-
cTtpaHcTBy nopagka 150 M. C moMoIbIO 3asIKOPEHHOH B CTALJHOHAPHON TOUKE
6yHKOBOI CHCTEMBI IPOBOAUAOCH PETYASIPHOE (KaxAble 3 4) BEPTHKAABHOE
IPOPUAHPOBAHNE XaPAKTEPUCTUK COACHOCTH, XAOPOPHUAAA, PAIOOPUCLHEHIIUU
U U3MEpPEHHE CKOPOCTH TedeHuil ¢ nomombio ADCP. B xoge exeHeseAbHBIX

Urmas Lips, Inga Lips, Taavi Liblik, Villu Kikas, Kristi Altoja,

Natalja Kuvaldina, Nelli Norit (P<)
Marine Systems Institute, Tallinn University of Technology, Tallinn, Estonia
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pelicoB HAyIHOTO CyJHa MPOBOJMANCH CTAHITHOHHBIE HAOAIOJEHHA B TOIKAX
BJOAB TPACCHI TapoMa. AHAAU3 COOPaHHBIX JAaHHBIX BMECTe ¢ HHpopmarjuei
0 BETPE IMO3BOAMA OIHUCATh CTPYKTYPY U U3MEHYHMBOCTh THAPOPUIUUECKUX
HOA€H, pacrpesereHuss GHOTEHHBIX S9AEMEHTOB M (PUTONAAHKTOHA, a TaKKe
BBISABUThH KAIOUEBbIE IIPOIECCHI M OTKAUKH HA BHEIIHUE BO34EHCTBHSA.

1. Introduction

New observation tools introduced within the last 10-20 years, which en-
able to measure the fine structure of marine ecological state variables, are
significantly improving the existing understanding of the ecosystem function-
ing. Classical observations are performed with low frequency or episodically,
the remote sensing methods do not reveal the vertical structure of the water
column, i.e. essential phenomena and mechanisms may remain unnoticed.
Thus, autonomous in-situ observation systems (among them autonomous ver-
tical profilers) with near real-time data delivery play the key role in assessing
the state and studying the pelagic ecosystem, especially meso-scale and fine-
scale processes/features.

The Gulf of Finland is a stratified and wide estuary with a major fresh wa-
ter inflow in the eastern end and relatively open water exchange with the Bal-
tic Proper through the gulf’s western boundary. Residual circulation in the
surface layer consists of an outflow of gulf’s waters in the northern part and
an inflow of open Baltic Sea waters in the southern part of the gulf. Wind-
driven circulation in the Gulf of Finland is highly variable and is character-
ized by intense meso-scale features—eddies, upwelling/downwelling, coastal
and frontal jet currents which can cause significant vertical advection of water
masses and substances, e.g. nutrients and phytoplankton.

Upwelling events have been reported to influence the phytoplankton dy-
namics in the upper layer in summer in the Baltic Sea, including the Gulf of
Finland (Vahtera et al., 2005, Nausch et al., 2009, Lips & Lips, 2010). It has
been shown both by modelling and direct measurements that the amount
phosphate-phosphorus transported into the surface layer by a single coastal
upwelling event may be approximately equal to the average total monthly
riverine load of phosphorus to the Gulf of Finland (Zhurbas et al., 2008,
Lips et al., 2009). One of the main factors influencing the cyanobacteria (es-
pecially Aphanizomenon spp.) bloom intensity in the Gulf of Finland is the
intensity of pre-bloom upwelling events in May—June (Lips & Lips, 2008) and
thus, near real time observations of upwelling events and their intensities are
a pre-requisite for operational bloom forecasts (Laanemets et al., 2006).

The sub-surface maxima of phytoplankton biomass, among them the rel-
atively deep maxima formed by dinoflagellate Heterocapsa triquetra (e.g. Pa-
velson et al., 1999, Kononen et al., 2003), have been observed in the Gulf of
Finland in summer when the upper layer is depleted of nutrients but high
reserves of nutrients are available below the seasonal thermocline. In July
2006 the sub-surface Chl @ maximum layers with thickness varying between
1.5 and 9 m and intensity up to 7.6 pg 1! were observed in the lower part of
the seasonal thermocline within the depth range of 14.5 to 35 m (Lips et al,,
2010). Nutrient analyses of water samples collected from the thermocline
revealed the coincidence of the location of Chl ¢ maxima and nutriclines.
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However, no estimates of the role of sub-surface maxima in the total primary
production during summer months are available yet for the Baltic Sea (Gulf
of Finland).

The main aim of the present paper is to show how the high resolution in-situ
observation systems can be applied to define the role of upwelling events for
the development of surface blooms and to define the processes responsible for
the formation and maintenance of sub-surface maxima of phytoplankton.

2. Material and methods

We present the results of multiparametric observations conducted in the
Gulf of Finland (Baltic Sea) in July—August 2009. The measurement program
was designed to map both, the horizontal and vertical distribution of ecologi-
cal state variables with sufficient resolution, duration and extent. An autono-
mous measurement system (Ferrybox) installed on board a ferry travelling
between Helsinki and Tallinn was used for measurements and sampling in
the surface layer. Temperature, salinity and Chl ¢ fluorescence were recorder
along the ferry route (Fig. 1) twice a day with a time step of 20 s (correspond-
ing approximately to spatial resolution of 150 m) and weekly water sampling
at 17 locations was conducted. Water samples were analyzed for Chl a content
and phytoplankton species composition and biomass.

In order to register the changes in the vertical distribution of temperature,
salinity and Chl ¢ fluorescence a moored water column profiler was deployed
close to the ferry line (Fig. 1) from June 30 to August 28. While Ferrybox data
were delivered once a day (after arrival of ferry to Tallinn) the vertical profiles
acquired at the buoy station were transmitted after every profiling conducted
with a time step of 3 h in the layer from 2 to 50(45) m. An acoustic Doppler
current profiler (ADCP) was deployed near the autonomous buoy profiler to
register the vertical flow structure in the whole water column (water depth
86 m) since July 23. CTD measurements and water sampling on board a re-

Fig. 1. Ferry route between Tallinn and
Helsinki (blue/dark line) and location of
autonomous buoy profiler (yellow/light
circle) in the Gulf of Finland.
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search vessel were performed on July 28 and 31, and August 11-12. Water
samples were analyzed for nutrient (PO,’” and NO, +NO,’) concentrations,
Chla content and phytoplankton species composition and biomass. Wind data
used in the analysis were obtained from the Kalbdadagrund meteorological
station (Finnish Meteorological Institute).

3. Results

The observed changes in the horizontal and vertical distribution of tem-
perature and salinity can be related to the changes in the atmospheric forc-
ing. We specified four periods with different wind forcing and related chang-
es in the vertical stratification (Fig. 2). South-easterly winds, which prevailed
in the study area from 6 to 13 July, caused an upwelling near the Estonian
coast. This event was registered also at the buoy station situated more than
20 km from the southern coast. Westerly-south-westerly winds (prevailing
from July 16 until the end of July) caused deepening of the seasonal thermo-
cline. This period was characterized by three-layer flow structure—an inflow
was observed in the surface layer, a relatively weak outflow below the thermo-
cline in the intermediate layer and a strong outflow in the near-bottom layer.

Period of weak winds in the beginning of August led to the formation of
a warm and shallow surface layer. The flow structure returned to a typical

Depth (m)

21 July 31 July

- Wind components

N-Swind component (mis)
o

a0 4n &0 Ly T0 A0 a0

Fig. 2. Changes in the vertical structure of temperature field at the buoy station

(upper panel, °C) and time series of wind vectors at the Kalbadagrund meteo-

rological station (numbers on x-axis indicate days starting from June 1) from

June 30 to August 28, 2009. Four periods with different wind characteristics

are shown as rectangles. Dots at 4 m depth indicate simultaneous Ferrybox
data at the closest point to the buoy station.
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estuarine circulation pattern with an outflow in the surface and inter-me-
diate layers and an inflow in the deeper layers. Strong wind pulses observed
in mid August caused barotropic current oscillations in the whole water mass.
On August 16-20 a sharp deepening of the seasonal thermocline happened
due to the strong winds from westerly directions. A clear two-layer flow struc-
ture was established.

In the described periods with different wind forcing and related hydrody-
namic processes different phytoplankton groups dominated the community
according to the water samples analyses collected in the surface layer. In the
first period flagellates were dominating the phytoplankton community in the
area of upwelling influence. When deepening of the seasonal thermocline
and three layer flow structure were observed, dinoflagellate Heterocapsa tri-
quetra became dominant. Warming of the surface layer (and development of
stratification) created favourable conditions for cyanobacteria dominance.

In the periods of dominance of flagellates and especially dinoflagellate
H. triquetra clear vertical migration of phytoplankton was revealed (Fig. 3).
Speed of downward migration of the latter species up to 1 m h™' could be esti-
mated. According to the vertical distributions of Brunt-Viisild frequency the
phytoplankton cells did not stop in the layer with the strongest stratification
but mostly just a few metres below it. As a rule the current shear was relatively
low at the depths were the most intense sub-surface maxima were observed.
Sampling on board the research vessel Salme revealed very high abundances
of H. triquetra in these maxima—for instance on July 28 up to 2.5 million cells
per litre were counted in a sample obtained from the 33 m depth.

It has to be noted that during the dominance of cyanobacteria in the be-
ginning of August no remarkable vertical migration of phytoplankton was
observed. However a high number of heterotrophic flagellates was often ob-
served at the base (just below) the seasonal thermocline.

Temperature Chl a fluorescence
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Fig. 3. Changes in the vertical distribution of temperature (left panel, °C) and

Chl a fluorescence (right panel, arbitrary units) at the buoy station (July 24-28,

2009). Red oval indicates the maximum Chl a fluoresecence value measured
on July 28 at 33 m depth.
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4. Conclusions

We have observed pronounced hydrodynamic features and related changes
in the horizontal and vertical distributions of temperature, salinity and Chl a
in the Gulf of Finland in July—August 2009. Depending on the wind forcing a
three-layer, two-layer or barotropic flow structure (oscillations) was observed.
On the basis of high resolution Chl @ fluorescence recordings different vertical
migration patterns of phytoplankton were found. Phytoplankton behaviour
depends on species composition (dominating species) but the species domi-
nance seems to be controlled by the physical processes of various scales. High
biomass of heterotrophic flagellates is commonly observed close to the base
of the seasonal thermocline while very high biomass is formed there under
certain conditions by mixotrophic dinoflagellate Heterocapsa triquetra.

In order to understand the mechanisms of the formation and maintenance
of these layers of deep phytoplankton maxima and their role in the total pri-
mary production in the stratified estuaries further studies are needed.
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Coastal and local processes

Kai Myrberg

Abstract

Coastal and local processes are very important in the Baltic Sea. Here a discus-
sion is given about the physics of the coastal zone, the area influenced directly by
the nearby presence of land and open ocean. Due to the small size of the Baltic
Sea, a significant part of it belongs to the coastal zone independently on the
exact definition. The treatment included sea level elevation, upwelling, archi-
pelago areas and coastal weather. Also local processes are important, like frontal
areas, river plumes and mixing processes. This text is based on the book “Physi-
cal Oceanography of the Baltic Sea” (Leppiranta & Myrberg, 2009).

AAsa BaATuiickoro Mopsa npuOpesKHbIE U AOKAAbHBIE (Me30oMacIITabHbIE) TIPO-
I[€CChI OKA3BIBAIOTCA OYEHDb BAKHBIMH. B 9T0if Aekijun ob6cyxjaeTcsa Gu3nKa
IPOLIECCOB TPOUCXOAAMIUX B NPUOPEKHON 30He — 00AACTH, HaXOoAAmeHCs
110/l HETTOCPE/JCTBEHHBIM BAMSHHEM U CYIIH, H OTKPBITOro Mops. ITOCKOABKY
pasmepbl BaATHIICKOTO MOPA OTHOCHTEABHO HEBEAHUKH, JOBOABHO 3HAYUTEAD-
Has €ro 4acTh HPUHAJACKUT IMPUOPEKHOH 30He (HE3aBUCHMO OT €€ TOYHOIO
onpegerenus). O6CyKJaI0TCA UI3MEHEHHUE YPOBHSA MOPS, allBEAAHHT, PAHOHBI
APXHUIIEAATOB U HpHOpEeKHbIE MOTroJHbIe ycAoBUA. Cpean AOKAABHBIX IIPO-
II€CCOB BAKHBI TAKHE Kak 00pa3oBaHue PPOHTANBHBIX 30H, PEUHBIE ITAIOMBI U
HPOIIeCChl IIepeMenTuBaHuA. AeKIJHA OCHOBAHA HA MaTepHaAax KHuru “Physi-
cal Oceanography of the Baltic Sea” (Leppiranta & Myrberg, 2009).

1. Coastal zone processes
1.1. Definition of coastal zone

Coastal zones play a specific role in the Baltic Sea, because their extension
is relatively large compared with the entire area of the sea. Moreover, the
definition of a coastal area or a coastal zone is a complicated task in the Baltic
Sea because no such clear topographic feature as the continental shelf in the
World Ocean exists. The coastal zone is under intensive physical processes
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and additionally water (material) exchange between the coastal zone and the
open sea is remarkable. Here we shall take into consideration several views
how to solve this problem, each usable in certain situations. We restrict the
definitions mostly to the physical criteria.

The coastal zone locates between the land and the open sea. The width of
this zone in the Baltic Sea is the key question. A simple approach is to define
the coastal zone to be the area where the water depth is less than a fixed value,
say 20 m. This encloses the islands in to the coastal zone, except for a few ones
locating in the central basins. The area more shallow than 20 m covers about
25 percent of the total area of the Baltic Sea.

One way to define the coastal zone is the area in offshore direction where the
influence of shoreline becomes visible. As an example of that, Lessin & Raud-
sepp (2007) concluded that the coastal zone is characterized by high fresh-
water fluxes, nutrients as well as organic matter from the land together with
the availability of light down to the seabed due to the shallow depths. This
classification reflects the fact that the coastal zone is highly productive and
vulnerable for eutrophication. In winter conditions, a natural boundary of
the coastal zone is the fast ice edge, which normally lies near the 10-meter
isobath (Leppidranta, 1981).

A theoretical consideration can be taken on the basis of ocean dynamics.
According to the characteristic baroclinic Rossby-radius of deformation, the
width of the coastal zone is 3-10 km in the Baltic Proper (Fennel et al., 1991)
while in the Gulf of Finland it is only 2—4 km (Alenius et al., 2003). This width
must be taken from off the archipelagic areas. The offshore extension of the
wind-induced upwelling zone can also be employed, its width typically being
10-20 km and the same numbers represent the scale of the frictional influ-
ence of the coastline. One potential way to define the coastal zone is the area
influenced by the river plume (Lessin & Raudsepp, 2007), but this is not so
feasible since the extent could go too far offshore. Using the zone of influence
of wind-generated waves on the sea bottom as the definition would limit the
coastal zone to depths less than about 20 m.

In applied research it may be necessary to take an administrative point
of view to define the coastal zone. The EU Water Framework Directive says
that the coastal zone is: “surface water on the landward side of a line every
point of which is at distance of one nautical mile on the seaward side from the
nearest point of the baseline from which the breadth of territorial waters is
measured” (European Commission, 2000). In practice the width of the coastal
zone is quite large after this definition because the baseline follows mostly fol-
lows the outer archipelago.

1.2. Sea-level

The sea-level variability is influenced by various kinds of factors with vary-
ing time-scale, this including meteorological, astronomical and hydrologi-
cal elements. Relatively rapid land uplift in some parts of the Baltic Sea has
lead to long-term drift of the local sea level. The concept of theoretical mean
sea-level represents an estimator of the actual mean sea-level and provides a
reference level in order to compare sea-levels in different sections and times.
It includes the influence of land uplift and eustatic rise of the global mean
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sea-level, and therefore the theoretical mean sea-level changes with time. Re-
ferring the measured sea-level to this tells whether the actual sea-level is high
or low. The frequency spectrum of the sea-level in the Baltic Sea shows peri-
odical as well as irregular variations.

In the periods of 1-24 h sea-level variations are associated with long waves,
currents, tides and seiches. Witting (1911) concluded that tides in the Baltic
Sea are mostly diurnal (components K and O,) with amplitudes of about 0.5—
2 cm. The semi-diurnal tides (M, and S,) have amplitudes of some 0.5-1.5 cm.
The diurnal tides are generated within the Baltic Sea whereas the semi-diur-
nal tides are partially externally-forced. The amplitudes of tides, currents and
waves are small in the Baltic Sea and thus the separation of their signal in the
sea-level records might be difficult.

Variations of wind and air pressure cause sea-level variations from periods
of about one day to several weeks. The influence of wind is to pile up water,
which is particularly strong at the end of bays. Air pressure change by 1 mbar
corresponds to about 1 cm in sea-level elevation (barometer effect). Air pres-
sure variations cause thus sea-level variations of about =50 cm (Lisitzin, 1974,
Carlsson, 1997).

Towards longer periods, annual and semi-annual periods come then. The
variations in density of sea water cause sea-level variations in time scales of
several months. If e.g. the water density would change by 1 kg/m?® this would
lead to a change of 5 cm in sea-level. The permanent horizontal water density
gradient of about slightly less than 10 kg/m® between the northern and south-
ern Baltic Sea is reflected as higher sea-level in north than south. On average
the sea level declines 35-40 cm from the Bay of Bothnia to the Skagerrak.
The active water storage capacity of the Baltic Sea, taken as the difference be-
tween monthly maximum and minimum volumes, corresponds to about 1 m
thick water layer over the Baltic Sea. Landsort represents the mean Baltic Sea
sea-level and it is also the nodal point of a uninodal seiche. The mean sea-level
varies according to the water balance as shown in Section 4.1. The large-scale
processes causing variability of the NAO-index has also strong effects on the
sea-level, this being true especially during December—May period (Johans-
son et al., 2001). Positive NAO-index means strong westerly winds and conse-
quently increased water transport into the Baltic Sea from the North Sea.

1.3. Coastal weather

Coastal areas have specific weather conditions where both the open sea
and the land areas play a role. Here, we discuss some specific key elements of
the coastal weather. The coastal weather is a result of the mixture of different
factors. Different characteristics of atmospheric stability, wind and moisture
distributions between the land and sea may cause specific weather features at
coastal areas (convective precipitation, fogs etc.). This is furthermore impor-
tant in the Baltic Sea where many narrow bays and gulfs exist. The sparsity of
meteorological observations in the coastal area and at the open sea has made
it difficult to study in detail the specific features of the coastal weather.

The land-sea breeze. The wind conditions in the coastal areas are specific
due to the asymmetry of air-sea interaction and surface roughness conditions
between land and open sea. A well-know feature at any coastal area is the sea-
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breeze, this being true at all coastal areas of the Baltic Sea during the summer
time, too. Sea-breeze (or onshore breeze) is formed by increasing temperature
differences between the land and water which create a pressure minimum
over the land due to its relative warmth and forces higher pressure, cooler air
from the sea to move inland.

The sea is warmed by the sun to a greater depth than the land due to its
greater specific heat. The sea therefore has a greater capacity for absorbing
heat than does the land and so the surface of the sea warms up more slowly
than the land’s surface. As the temperature of the surface of the land rises, the
land heats the air above it. The warm air is less dense and so it rises. This ris-
ing air over the land lowers the sea level pressure by about 0.2 percent (about
2 mbar). The cooler air above the sea, now with relatively higher sea level pres-
sure, flows towards the land into the lower pressure, creating a cooler breeze
near the coast. The strength of the sea breeze is directly proportional to the
temperature difference between the land and the sea. If the environmental
wind speed is larger than 8 knots and opposing the direction of a possible sea
breeze, the sea breeze is not likely to develop. Sea-breezes occur most often in
early- and midsummer during daylight hours when there is a large difference
between the temperature of the air over the land and the temperature of the
air over the still cold sea.

A sea-breeze front is a weather front created by a sea-breeze, also known as a
convergence zone. The cold air from the sea meets the warmer air from the land
and creates a boundary like a shallow cold front. When powerful, this front
creates cumulus clouds, and if the air is humid and unstable, cumulonimbus
clouds, the front can sometimes trigger thunderstorms. At the front, warm air
continues to flow upward and cold air continually moves in to replace it and
so the front moves progressively inland. Its speed depends on whether it is
assisted or hampered by the prevailing wind, and the strength of the thermal
contrast between land and sea. At night, the sea-breeze usually vanishes.

At night, the land cools off quicker than the sea due to differences in their
specific heat values, which forces the dying of the daytime sea breeze. If the
land cools below that of the adjacent sea-surface temperature, the pressure
over the water will be lower than that of the land, setting up a land breeze as
long as the environmental surface wind pattern is not strong enough to op-
pose it. If there is sufficient moisture and instability available, the land breeze
can cause showers or even thunderstorms, over the water. Overnight thunder-
storm development offshore can be a good predictor for the activity on land
the following day, as long as there are no expected changes to the weather
pattern over the following 12-24 h. The land breeze will die once the land
warms up again the next morning.

Specific air-sea interactions. There a few good examples of the specific
weather phenomena which develop over the Baltic Sea due to the asymmetry
in thermal and moisture balance over the land and sea. During autumn and
early winter, when the sea-surface temperature is higher than atmospheric
temperature, a so-called thermal low can be developed due to thermal imbal-
ance between the sea and the land areas. This situation takes place when the
overall vertical stability of the large-scale circulation is favourable for cyclone
development. In such a situation a thermal low deepens over the sea based on
the release of warm and moist air to the atmosphere.
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A favourable condition is when onshore winds blow from the cold towards
the warm sea. In such a case there is an asymmetry in the vertical heat ex-
change: over the open sea the atmosphere gains heat and moisture whereas
over the land the situation is opposite i.e. horizontal Laplacian of diabatic”
heating is non-zero at the coastal area which is an important term to produce
vertical motion in addition of thermal advection and vorticity advection. The
energy gained from the sea-surface will furthermore weaken the atmospheric
stability and the deepening of the low can be rapid, when convective and
baroclinic instability interacts. When the low is advected over the land it will
rapidly weaken due to the existing horizontally homogeneous vertical heat
fluxes. Such a thermal low is often developed in the Bay of Bothnia during
autumn coupled with strong wind and heavy precipitation. Such lows also
have been observed in other parts of the Baltic Sea.

Another example, where the land-sea interaction plays a key role is the for-
mation of convective snow bands, e.g. over the open Gulf of Finland and at the
Swedish east coast. Such features are observed in a cold air mass with neutral
atmospheric stability when the geostrophic wind is blowing along the gulf’s
latitudinal axis. The convective showers can be very intense. The main causes
of for the formation of such snow bands over gulfs are related to the differ-
ences in thermal and evaporational characteristics between the land and open
sea-surface. Also the geometrical configuration of coast is expected to play a
crucial role. Due to the small size of the Baltic Sea both the coast of departure
and the coast of arrival play an important role.

At the coast of departure the open gulf is triggering the formation of the
snow bands. The reason behind the genesis is in thermal difference between
the land and sea: land breezes are formed at one or both coasts which result as
convergence over the gulf. This in turn cause forced convection, and organ-
ised snow bands are formed moving downwind. This takes place even if the
nearly parallel coast is lost demonstrating the importance of coastal departure
concept. The warm and moist surface may lead to intense growth of the snow
bands when they move enough long-time over the sea. When the snow bands
approach the coast of arriving, a clear intensification of the snow bands may
occur, this depending of the shape of the coastline. A land-breeze circulation
may be formed at the coast of departure directed against the mean flow and
new convergence zone may be established. An example of this is when the
snow bands drift to west to the Swedish coast from Gulf of Finland with the
prevailing easterly mean flow. Over the cold land the snow bands quickly
disappear due to the lack of moisture and heat supply (Andersson & Nilsson,
1990, Andersson & Gustafsson, 1994).

As an example of a heavy snowstorm caused by such a type of mechanism
described here is that one which took place in December 1998 in Givle, Swe-
den when 1.4 m of snow fell in a few days (Andersson & Michelson, 1999).
The forecasting of such an event is difficult and requires the use of coupled
atmosphere-sea models.

Especially during late summer there are situations when often non-fore-
casted fogs appear at the coastal area. The role of air-sea interaction is very

* V() ,, where Q, is the diabatic heat flux.
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important in such situations. The interesting feature is that the sea can be
either warmer or colder than the air above. In warm and moist air mass the
triggering mechanism might by a coastal upwelling which causes an abrupt
drop of sea-surface temperature. Thus, the relative humidity of the lowest air
layer will rapidly increase and finally the air mass temperature equals to the
dew point temperature. If the wind is weak, a fog can form rapidly. In such a
situation, the coupled air-sea models are needed where the sea-surface tem-
perature is realistically forecasted. Such unpredicted fogs have cause prob-
lems for sea navigation.

Another specific feature is the sea smoke which typically occurs during late
autumn or early winter. In such a situation the sea-surface temperature is
clearly higher than the atmospheric temperature. When the evaporated water
vapour from the sea-surface moves upwards, it reaches quickly the dew point
temperature and a fog, called as sea smoke is formed. The mechanisms is the
same as in the case of fog, but the condensation in the upward air motion
leads to a fog-like visual impression. Sea fog is typically observed during cold
air near the ice boundary or in cracks in the ice.

2. Local processes
2.1. Formation of fronts and river plumes

The large-scale horizontal temperature and salinity patterns are associat-
ed with circulation dynamics. The most interesting part of the thermohaline
structure of the Baltic Sea are the boundaries between different water masses
L.e. areas of large horizontal density gradients. The numerous fronts observed
in the Baltic Sea can be formed either between meso-scale circulation pat-
terns or in transition zones between sea areas, e.g. at straits (Alenius et al.,
1998). Pavelson (2005) states that the diversity of water masses follows from
the estuarine-like character of the Baltic Sea, the circulation in and between
the sub-basins and the vigorous modulation by the coastal processes. Fronts
can be found in the whole water body, but those formed in the uppermost
layer are the most interesting and widely-studied due their implications to
biochemical processes. The internal fronts on the other hand play a role in
horizontal mixing processes of the deep layers.

There is a large variety of different kinds of fronts in the Baltic Sea. Ac-
cording to Pavelson (1988) the following division can be given: (1) quasi-per-
manent salinity front at the entrance to the larger gulfs or those related to
the general circulation in a certain sub-basin, (2) meso-scale salinity front as
the most frequent one found everywhere in the Baltic, (3) temperature front
formed more likely by the interplay of water masses of different thermal strati-
fication (a rare phenomenon), (4) density-compensating front with sometimes
considerable cross-front temperature and salinity differences (most probable
quite rare case) and (5) wind-forced upwelling front in the coastal zones with
high temperature differences and gradients.

A good and well-known example of such a dynamic feature is the type 1
quasi-permanent salinity (density) front at the entrance of the Gulf of Fin-
land. Its existence has been confirmed by extensive field studies (see e.g. Pav-
elson, 2005. The dynamical background of the front can be explained by the
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existing cyclonic mean circulation in the Gulf of Finland. The saltier water
of the northern Baltic Proper intrudes into the gulf along the Estonian coast
whereas the seaward flow of fresher gulf water above the pycnocline occurs at
the Finnish coast. The interface of these in- and outflowing waters character-
ised by different salinity and/or temperature form this quasi-permanent front
at the entrance area of the Gulf of Finland. The front is typically oriented in
the south-west-north-east direction, i.e. positioned approximately parallel to
the bottom slope. The frontal area responses to wind forcing (Pavelson et al.,
1997) so that under easterly winds, the denser (saltier) water mass moves off-
shore. Thus, the front becomes sharp and it is strongly inclined to the sea
surface. During the westerly winds, the less dense Gulf of Finland water mass
forms a surface layer over the denser water mass creating a secondary pycno-
cline approximately in the middle of the upper layer. Pavelson et al. (1997)
also studied changes in the potential energy (stratification conditions) in the
upper layer. These changes are coupled with differential advection induced
by along-front wind stress and wind-generated vertical mixing.

There are also other areas (Irbe Strait, Northern Quark etc.) in the Bal-
tic Sea with quasi-permanent or meso-scale salinity fronts (type 1 or 2 front),
the most well-known of them being the Danish Straits (Bo Pedersen, 1993).
The subject has already partly discussed earlier in Chapter 5 in connection
with inflows to the Baltic and in relation to intrusions.

The horizontal temperature field also shows frontal structures (type 5
front). Kahru et al. (1995) found from satellite images that temperature fronts
occur predominantly in areas of straight and uniform sloping topography.
Major frontal areas exist along the north-western coast of the Gulf of Finland
and near the eastern coast of the Sea of Bothnia. The main factors that pro-
duce these fronts are: interaction between coastal upwelling and coastal jets,
formation of eddies, differential heating and cooling and water exchange be-
tween the basins with different water characteristics (advection of cold/warm
water). The temperature fronts are further discussed later in this chapter in
the connection with upwelling.

There are several large rivers flowing into the Baltic Sea with their plumes
extending occasionally several tens of kilometres from the shore. Very little
research, however, has been made of these plumes.

2.2. Specific features of archipelago areas

There are a few important archipelago areas in the Baltic Sea: Archipelago
Sea, Stockholm, Vaasa, Northern Bay of Bothnia and Belt Sea. The circula-
tion and hydrography of these areas are influenced by the morphology of the
island systems, and short spatial scales require very high-resolution measure-
ments. The steering effect of bathymetry and strong friction impose major
difficulties into numerical modelling.

The Archipelago Sea is the largest archipelago. It locates between the
Gulf of Bothnia and the Gulf of Finland, within Finnish territorial wa-
ters. It is characterized by an enormous topographic complexity, including
about 25,000 islands. The average water depth is only 19 m and the area is
8,893 km?. The total drainage area is about 8,900 km? (of which lakes cover
fewer than 2 percent and arable lands 28 percent). The salinity of surface
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water varies between 4—6 %o, depending on the distance of the mainland and
river mouths. In the Archipelago Sea the halocline is very weak or absent and
the surface layer is stratified by temperature in summer with a thermocline at
a depth of 10-20 m, and a deeper, denser and colder layer extending down to
the sea-bed. The emergence of the thermocline is a premise for the launch of
micro algae production in spring.

There are north-south channels with depths ranging from 30 to 40 m
through this sea-area. They form a part of the water exchange system be-
tween the Sea of Bothnia and the Gotland Sea. The sill depth towards the
Sea of Bothnia is about 18 m. The main route goes through the Kihti Strait.
The mean depth of the Sea of Archipelago is less than 20 m, which restricts
the inflow of deep waters from the Gotland Sea to the Sea of Bothnia. The area
is roughly divided into inner and outer archipelagos, with the outer archipel-
ago consisting mainly of smaller, uninhabited islands. The archipelago covers
a roughly triangular area with the towns of Mariehamn, Uusikaupunki and
Hanko at the corners.

The Stockholm Archipelago is the largest archipelago of Sweden, and one
of the largest ones in the Baltic Sea. It stretches from Stockholm to about
60 km to the east, bordering to the Aland Sea. It consists of approximately
24,000 islands and islets. It mainly follows the coastline of the provinces So-
dermanland and Uppland. The area is characterised by a mixture of differ-
ent length scales both in horizontal and vertical directions. There are several
kilometres wide basins and with a depth of more than 100 m connected by
straits with widths and sill depths clearly less. The surface water has a salin-
ity of about 6 per mille with somewhat higher salinities in the bottom layer.
The most pronounced freshwater input is due to Lake Méilaren with an out-
flow approximately 165 m?¥s.

The area is traditionally partitioned into three parts: the inner, the middle
and outer archipelago. These areas are forced by different mechanisms: in
the inner archipelago the dominating exchange process is estuarine circula-
tion, induced by the marked freshwater discharge and the vertical mixing.
In the outer and middle archipelagos the density fluctuations due to Ekman
pumping along the Baltic boundary interface produce another type of baro-
clinic process that clearly dominates. The modelling of such an area is a com-
plicated task and should be carried out by a cascade of models where the local
archipelago models gets their open boundary conditions in the east e.g. from
a three-dimensional model (see e.g. Engqvist and Andrejev, 2003).
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Short period variability in the euphotic zone
of the north-eastern Black Sea as inferred
from combined acoustic and hydrographic surveys

Alexander Ostrovskii

Abstract

Oceanic moored profiling multiparametric observation technology has been
developed recently for various applications in oceanology and marine envi-
ronmental monitoring. The moored profiler equipped with CTD and acoustic
Doppler current meter was successfully tested during the expeditions into the
north-eastern Black Sea in 2007-09. By using the profiler a new data on inertial
oscillations, submesoscale variability, and vertical exchange (the mean gradient
Richardson number, the eddy viscosity and the eddy diffusivity) in waters over
the continental slope was obtained. The depth of the seasonal thermocline, the
vertical gradient of density driven by temperature distribution and the current
velocity gradient in the thermocline as well as the vertical exchange coetficient,
all are substantially modulated by inertial oscillations and submesoscale vorti-
ces. The acoustic backscatter data were useful for studying daily variability of
the ecosystem and its vertical structure. In particular the euphotic zone, the
oxycline, and the suboxic zone were identified along with the diurnal migra-
tions of the zooplankton in the top 130 m layer of the Black Sea. The vertical
speed of the suspended matter in the anoxic layer deeper than 150 m was also
estimated.

B g0KAage npegCTaBAEHBI PE3YABTATBI AKYCTO-THAPOPU3HUECKHX HCCACH0-
BAHHI, POBEAEHHBIX C ITIOMOIbIO ABTOMATHYECKOH 3aAKOPEHHOH MPOPHAH-
pyloreii o6cepBaTOPUN, OCHAIEHHOW U3MEPUTEAAMHU TEMIIEPATYPhI U DAEK-
TPOLPOBOAHOCTH BOJBI, COAECPKAHUA PACTBOPEHHOTO B BOAE KHUCAOPOAQ, A
TaKKe CKOPOCTH MOPCKHUX TEYEHHH M aKyCTHYECKOH CHABI 3BYKOpacceu-
BAIOIIUX cA0eB. PaboTsl ¢ npopurorpadom GbIAM IPOBEJEHBI B MIEABHOBO-
CKAOHOBOH 30He ceBepo-BocTo4HON yactu Yeproro mopsi B 2007-2009 rr. C mo-
MOIIBIO TPOPHAOTPAPA YJAANOCH TOAYYHTH HOBBIE JAHHBIE 00 MHEPITHOHHBIX

Alexander Ostrovskii (<)
P.P. Shirshov Institute of Oceanology RAS, Moscow, Russia
e-malil: osasha@ocean.ru
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KoAebaHnuAX, cybMe3oMacmTabHON M3MEHIHBOCTH M BEPTHKAABHOM obMene
B Mope. HabAtogeHns 32 aKyCTHIECKUM PACCEMBAHUEM TTO3BOAUAU HCCAEL0-
BaTh BEPTHKAABHYIO CTPYKTYPY Y4EPHOMOPCKOM CpeAbl U CYyTOYHYIO MUT PALHIO
300IIAQHKTOHA, a4 TAK/KE OLIEHUTh CKOPOCTH OCEJAHUSA B3BEIIEHHBIX YaCTHI] B
30HE CEPOBOJOPOAHOTO 3aPAKEHH .

1. Introduction

In past few years, several international programs were launched targeting
at long-term monitoring, mostly in near real-time, of environmental proc-
esses related to the interaction between ocean biogeochemical processes, ma-
rine ecosystem, ocean dynamics, and climate. For example, the multisensor
oceanographic platforms measuring variables from sea surface to sea floor at
chosen locations (9 designated sites and 3 associated sites) are integrated into
the observational network by EuroSITES project funded by the EU. Scientific
objectives of this project focus on understanding of changes and trends in
oceans emerged in response to climate variability. Such programs usually aim
at observations in waters deeper than 1,000 m rather than in the continental
margin. Meanwhile important boundary zone where coastal waters interact
with the open ocean still remains poorly monitored. A new moored profiler
Aqualog delivers a solution for in situ measurements of vertical profiles of
multiple parameters over continental slope and outer continental shelf.

2. Methods

Aqualog is an observational platform that moves down and up along a
mooring line, which is taut vertically between a subsurface flotation and an
anchor. The profiler comprises a carrier with a load of modern oceano-
graphic instruments. The sensors include, but are not limited to the FSI Ex-
cell 2”7 Micro CTD probe, the Nortek Aquadopp-3D current meter, and the
AANDERAA fast Oxygen Optode 4,330 F. The acoustic Doppler current me-
ter is a horizontal beam single frequency 2 MHz instrument remotely sens-
ing the water volume in the range of about 0.5-2 m from the profiler with a
sampling frequency of 23 Hz. When the carrier is moving with the speed of
0.1 m/s the vertical profiles are measured with a vertical resolution of 0.05 m
for pressure, conductivity and temperature, 0.3 m for acoustic backscatter
signal and horizontal current speed and 0.8 m for dissolved oxygen.

The moored multisensor profiler has a number of advantages which are
briefly summarized below. Unlike conventional mooring where the equip-
ment is placed on fixed depths, Aqualog conducts continuous measurements
of vertical profiles applicable for assessing both integral and differential char-
acteristics of the ocean fine structure. By combining pressure, conductivity,
temperature, and horizontal current velocity data it is possible to evaluate
vertical mixing. The joint analysis of dissolved oxygen data and the strength
of the acoustic backscatter signal give a better understanding of the variability
of the marine ecosystem vertical structure at multiple time scales.

The acoustic Doppler current observations by Aquadopp-3D mounted on
the profiler are superior to those done by a conventional ADCP. Unlike the
traditional ADCP approach where (i) a longer working range is achieved by
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the price of poorer vertical resolution (e.g., 644-me-
ter vertical profile is binned at 24-meter cells by the
longest range ever 38 kHz ADCP) and (ii) the hori-
zontal span of the beams widens proportionally to the
distance from ADCP (e.g., up to 508 m in horizontal
at the distance of 700 m by 75 kHz ADCP), Aqua-
log obtains horizontal current profiles at the above
mentioned fixed distance of 0.5-2 m from the pro-
filer with a uniform ocean-fine-structure resolution
throughout the full water column from the near-sur-
face layer down into the abyss. The Aquadopp-3D’s
2 MHz acoustic remote sensing signal is most sen-
sitive to scatterers of the size of about 0.05-5 mm in-
cluding lithogenic particles suspended in the water,
phytoplankton, and mesozooplankton. If compared
to conventional long range ADCPs (38-150 kHz),
which signals are more sensitive to certain larger
scatterers, so the instruments may occasionally mis-
estimate the swimming nekton species for current
fluctuations, the Aqualog current profile data should

Fig. 1. Aqualog—a new

have higher signal-to-noise ratio. multisensor platform for
The profiler oceanographic sensors are rigid, autonomous vertical pro-
high-precision and stable giving the opportunity to filing in the ocean.

make an extended survey of the ocean. So far the

typical depth range of Aqualog’s profiling was 5-1,000 m. Vertical speed can
be set within 0.1 and 0.3 m/s. The pay load consists of at least 3 probes. Weight
in the air is 62 kg without sensors or up to 75 kg with sensors. Start and stop
by magnetic switch or as preprogrammed. There is LED indication of the
system status. The programmable hardware of the profiler allows the user
to set an automatic operation algorithm (variable movement speed, time and
period of profiling, stops, etc.). The profiler mooring line is made of stainless
steel wire or Kevlar™ fiber. The Aqualog has enough resources to profile a
water column in the programming regime during several months. The total
profiling distance is about 800 km in still waters for a profiler with a lithium
battery pack.

3. Results

The Aqualog was successfully tested during the expeditions into the north-
eastern Black Sea in 2007-09. By using the Aqualog new data on inertial os-
cillations, submesoscale variability, and vertical exchange (the mean gradient
Richardson number, the eddy viscosity and the eddy diffusivity) in the waters
over the continental slope was obtained. The depth of the seasonal thermo-
cline, the vertical gradient of density driven by temperature distribution and
the current velocity gradient in the thermocline as well as the vertical ex-
change coefficient, all are substantially modulated by inertial oscillations and
submesoscale vortices. The acoustic backscatter data were useful for studying
daily variability of the ecosystem and its vertical structure. In particular the
euphotic zone, the oxycline, and the suboxic zone were identified along with
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the diel migrations of the zooplankton in the top 130 m layer of the Black Sea.
The vertical speed of the suspended matter in the anoxic layer deeper than
150 m was also estimated.

In October 2009, two Aqualog’s were moored near the shelf break at the
depths of 88 and 270 m west of Gelendzhik bay at the locations of 44°29.75' N
37°59.13" E and 44°29.36' N 37°58.44" E, correspondingly. The first profiler
performed descending/ascending cycles in the depth range of 10-82 m every
3 h during October 3-11. The second profiler made repeated round trips
between 10 and 240 m every 2 h from the evening of October 4 throughout
the noon of October 11.

Very interesting are the depth-time diagrams of the acoustic backscattering
at 2MHz during these surveys. The data reveal time varying multilayer struc-
ture of the acoustic scattering. At the beginning of the survey, the acoustic
backscattering from suspended particles was higher throughout the water col-
umn because the suspended-sediments were brought in by the northwestward
jet from the littoral. The current profiles obtained by Aqualogs indicated that
the northward current speed reached 0.3 m/s in the upper 50 m layer. Notice-
ably, the satellite remote sensing by ENVISAT imaging spectrometer MERIS
showed much larger chlorophyll-a concentration in the jet waters approach-
ing the moorings in October 3.

In 2-3 days, the northwest current moved offshore into the deep basin so
that the horizontal transport of the suspended sediments substantially de-
creased. The towed ADCP survey revealed a new structure in the current
field as follows. The southeast countercurrent emerged in the upper 40-50 m
layer over the continental shelf region limited by the isobaths of 50 and 100 m.
A submesoscale cyclonic eddy was generated between the countercurrent and
the coast to the southwest of the Gelendzhik bay.

The submesoscale eddy moved off the coast and appeared near the first
mooring around 22 p.m. on October 6. Analysis shows that the eddy occupied
the upper layer above pycnocline. The rotational speed of the eddy was about
0.2 m/s. In the next few hours the eddy’s eastern front shifted further offshore
towards the second mooring. The eddy center appeared right above the up-
per part of the continental slope early morning of October 8. The eddy water
mass had more suspended particles than the surrounding waters. It seems
that the water rich in the suspended particles was pulled around the eddy in
the clockwise direction forming the spiral curl.

The changes in the current structure were associated with vertical displace-
ments of the thermocline. The thermocline shallowing events were rapid: the
isotherms moved upward by several meters in a few hours. Most noticeable
shifts occurred between 3 and 6 a.m. early mornings on October 4 and 7.
In the former case the depth of the maximum vertical temperature gradient
was lifted from 52 to 46 m. By the end of the survey on midday of October 11,
the maximum vertical temperature gradient elevated up to 40 m depth while
the sea surface temperature gradually decreased from 21.5 to 20.8 °C during
the survey.

Measurements of the vertical profiles of the acoustic backscattering at
frequency 2 MHz indicated that by the end of the survey the amplitude of
the acoustic signal did not exceed 75 percent of its value on October 3—4.
The sinking of the particulate matter can be observed in the depth-time dia-
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grams of the acoustic backscattering in the anoxic layer where biological scat-
terers are absent. Accordingly to ship borne castings of Idronaut-320 CTD
equipped with fluorimeter, turbidimeter, and dissolved oxygen sensor in Oc-
tober 2009, the marine environmental conditions were as follows: the oxycline
was located between 50 and 130 m whereas upper boundary of the sulfide-
containing zone slightly fluctuated near the depth of 160 m in the vicinity of
the Aqualog mooring sites. In the anoxic layer between 160 and 240 m, the
depth-time patterns of the acoustic backscattering suggested that patches hav-
ing higher concentration of the suspended sediments propagated downward
with speed of about 0.002 m/s on October 4-6 and at 0.001 m/s at the end of
the survey.

The profiling demonstrated that the acoustic backscattering had multilayer
structure. In the upper mixed layer the acoustic backscattering by the litho-
genic and biogenic particles, phytoplankton and mesozooplankton was rather
uniform with depth. The ship borne castings indicated that the fluorescence
of chlorophyll was at maximum value of 2.47 mg/m® at the depth of 26 m and
it quickly decreased to 0.21 mg/m® downward to 50 m below the sea surface
where the highest vertical temperature gradients were observed. The ampli-
tude of the echo signal substantially decreased in 5-m thick core layer of the
thermocline. It is noteworthy that local minimum 0.16 mg/m* of the fluores-
cence was located at the depth of 52 m. A few meters below there was slight in-
crease in the fluorescence up to 0.25 mg/m?®. Then the fluorescence gradually
decreased to 0.06 mg/m® at 63 m. The phytoplankton almost vanished below
the thermocline. Hence the phytoplankton did not contribute to the acoustic
backscattering in the oxycline.

A strong variation of the sound scatter was observed daily in the oxycline.
In day time, the acoustic backscattering strengthened in the layer of 100-130 m
from the sea surface. This phenomenon became clearly pronounced since Oc-
tober 7 after the particulate matter brought by the coastal jet on October 3-5
suspended deeper than 150 m. Earlier, Flint (1989) noted patchy accumula-
tions of 3 mass mesoszooplankton species Calanus helgolandicus, Sagitta setosa,
and Pleurobrachia pileus in the lower part of the oxic layer in autumn. These
organisms, which mature species reach 3.5, 8-22, 5-20 mm correspondingly,
along with the lithogenic particles and detritus of the size more than 0.05 mm
can scatter the acoustic signal at 2 MHz in the oxycline.

The diel migrations of the mesozooplankton were observed at the dawn
and sunset. The vertical migrations occur below the pycnocline down to the
isopycnal surface of 15.7 sigma-theta units i.e., almost to the hydrogen sulfide
zone boundary. The vertical migrations took less than 2 h. During the survey,
the maximums of the acoustic backscatter in the lower part of the oxycline
were found at 115-125 m below the sea surface where the dissolved oxygen
content was 2.1-3.7 mg/l. The maximum depth of the zooplankton sound
scattering layers was between 135 and 145 m.

Below the zooplankton sound scattering layers at the depth of 140-145 m
there was a local minimum of the acoustic backscattering at 2 MHz.

In the hydrogen sulfide layer the sound scatter was due to suspended sedi-
ments including the detritus. An increase of the acoustic backscatter ampli-
tude by 5 percent was observed at the depth of 140-145 m where particle
coagulation usually takes place.
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4. Summary

Overall, the moored profiler Aqualog is a useful tool for multidisciplinary
research of the variability of both biotic and abiotic parameters of the sea en-
vironment on time scales from a few hours to several months. A real-time data
transmission system with underwater inductive modems and a satellite/radio/
cellular-link surface buoy is envisaged for the Aqualog profiler. Autonomous
profiling multiparametric observatories of the moored type have great poten-
tial for being the key technical means for marine environmental monitoring
at the boundary zone between the deep ocean and coastal waters.
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Submesoscale Eddies at the Narrow Shelf:
Observations at the Black Sea

Andrey Zatsepin, Viacheslav Kremenetskiy,
Andrey Korzh, Alexander Ostrovskii

Abstract

Submesoscale eddies (with diameter of 2—8 km) at a narrow Black Sea shelf were
investigated in-situ for the first time. The investigation was fulfilled during the
autumn seasons of 2006-09 in the coastal zone of Gelendzhik using traditional
and modern measuring techniques. Two following physical mechanisms of sub-
mesoscale eddies formation and evolution were revealed: (1) horizontal shear
instability of alongshore flow; (2) formation of eddies in the regions with concave
forms of coastal line due to the flow separation.

BriepBbie mpoBe/jeHO HATypHOE UCCAeJOBaHHE cybMe3oMacmTabHBIX BUXPEi
(c AmameTpoM 2—-8 KM) Ha y3KOM 4E€PHOMOPCKOM IlteAbdpe. Pabora BeimoAHeHa
B ocennue ce3ousl 2007-2009 rr. B paiione r. ['eAeH/KHKA C HCIIOAB30BAHHEM
TPaJHITHOHHBIX H HOBEHIIHX METOAOB I'MAPOPU3MIECKUX HAOAOAeHHI. BoI-
ABAEHBI HEKOTOPBIE PU3NIECKHEe MEXaHU3MbI 00Pa30BaHUA U DBOAIOITHH TAKHX
BUXpEil, MpoBeseHbl Aa6OPaTOPHBIE HKCIIEPUMEHTEI IO UX HCCAEJOBAHHIO.

1. Introduction

The Black Sea is a semi-enclosed basin with very original hydrological
structure (Fig. 1) and complicated ecological conditions. Because of limited
water exchange with the open basins and the comparatively thin (100-150 m)

oxygen-containing (active) layer (due to sharp pycno-halocline that blocks ver-
tical mixing and oxygen supply into the deep layer), the Black Sea ecosystem

is extremely sensitive to climatic changes and anthropogenic forcing.
Intensification of anthropogenic stress conditioned by industrial-economic

activity on the shore and in the coastal regions results in contamination and

eutrophication of the shelf zone and can give rise to changes on the ecosystem

Andrey Zatsepin, Viacheslav Kremenetskiy, Andrey Korzh,
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level. Because of this, investigation of horizontal mixing processes and water
exchange in the Black Sea, including that between the coastal zone and deep
sea as a shelf self-cleaning mechanism, is of great importance.

The classical scheme of the Black Sea basin-scale circulation includes the
Rim current (RC) cyclonically flowing along the continental slope, as a gen-
eral element (Fig. 2) (Blatov et al., 1984). Numerous IR and visible satellite
images and hydrographic surveys with mesoscale spatial resolution elucidated
the fact that horizontal water exchange in the Black Sea as a whole is largely
determined by dynamics of mesoscale (20-100 km) anticyclonic eddies as well
as their interaction with neighboring cyclonic eddies and the RC (Fig. 2) (Zat-
sepin et al., 2002, Zatsepin et al., 2003, Zatsepin et al., 2005).

However, the observations fulfilled upon the narrow (less than 10 km) shelf
of the north-eastern part of the Black Sea revealed the existence of submes-
oscale (1-10 km) shelf eddies that are a widespread feature of shelf dynam-
ics and play an important role in cross-shelf water exchange (Fig. 3) (Zat-
sepin et al., 2010, Aref, 2006). The aim of this report is to describe shortly the
results of the shelf eddies in-situ investigation and to discuss their generation
mechanisms.

2. Data and methods

The study was fulfilled in Gelendzhik area at autumn seasons of 2007-09.
Following data, methods and equipment were used:
(1) NOAA, MODIS-AQUA and MODIS-TERRA satellite information (sea sur-
face temperature, chlorophyll-a, water leaving radiance);
(2) cross-shelf CTD sections;
(3) towed ADCP surveys with submesoscale resolution;
(4) bottom mounted ADCP measurements at selected stations.

3. Results and discussion

Complex hydro-physical observations based on mention above methods and
equipment usage were fulfilled in 2006-09 in Gelendzhik region of the north-
eastern Black Sea during summer and autumn seasons. Well-pronounced
short-term and submesoscale variability of fluid dynamics over the shelf and

Bosphorus rotty Riverinflow
S5=38%e ; S=0%0
=t

o, - Fig. 1. Hydrologic structure of the
(~130m:) Black Sea: CIL—cold intermediate
JTI—Q?Z}? CIL layer, p(z)—density profile, T(z)—
- 0,2 H,S temperature profile, 0,—H S—red/

ox zone. The upper boundary of
the bottom homogeneous layer is
shown by chain line. Corrugated ar-
rows at the upper part indicate the
H.S process of winter convective mixing
C=2000m) which provides the CIL formation
and vertical transport of dissolved
oxygen.
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Fig. 2. The Black Sea: (a) scheme of the upper layer circulation: (1) coastal anti-

cyclonic eddies; (2) cyclonic Rim current; (3) central flow divergence zone;

(b) NOAA satellite image (June 23, 1993, optical band) illustrating high level of
mesoscale eddy activity in all areas of the sea.

Fig. 3. Photographic image of mesoscale eddy structures in the Black Sea
visualized on the sea surface as a spiral slick structure.
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upper part of continental slope was revealed. The dynamics variability was
characterized by inconstancy of alongshore and cross-shore velocity compo-
nents accompanied by intensive cross-shelf water exchange.

General origin of the observed variability was related to the formation and
along-shore transfer of submesoscale eddies with diameter about 2-8 km.
These shelf eddies were ageostrophic and their life-time normally did not
exceed several days. The main energy source for shelf eddies formation was
the external circulation—currents over the continental slope. The influence
of other factors such as non-stationary and spatially inhomogeneous wind
forcing and coastal fresh water run-off on the formation of the shelf eddies
was not so obvious. However, we don’t exclude that these factors sometimes
play an important role for the formation and evolution of submesoscale shelf
eddies. This question should be studied in more details in future.

Up to this moment two basic physical mechanisms of sub-mesoscale eddy
formation were revealed. The first was the shear instability of the alongshore
current. Due to shear instability the cyclonic shelf eddies are generated in
the case when the alongshore current over the continental slope has south-
eastern direction (Fig. 4a) and anti-cyclonic—in the opposite case (Fig. 4b).
The second mechanism was observed only in case of strong external circu-
lation (when alongshore current velocity over the shelf edge exceeded 40—
50 cm/s) and resulted in periodic eddy formation in the concave forms of
coastal line relief, particularly, behind the cape Idokopas due to basic flow
separation. These eddies were shedding periodically to the basic flow. The non-
dimensional frequency of this process—Strouhal number, St=D/UT (D—
length scale of orographic feature, U—scale of along-shore current velocity,
T—time period of eddy formation) was equal to 0.1. Such value (St=0.1-0.3)
is typical for the periodic eddy formation behind high-drug bodies in labora-
tory gas and fluid dynamics experiments (Figs. 5, 6) (Elkin, 2010).

A detachment of the shelf eddy from the shore and its inclusion to the
along-shore current accompanied by strong shelf-slope water exchange was
also revealed.

(a) (b)

|V, cm/s

\\
\\‘ %
"\%\ \
'- 20.10.2007

381 381

Fig. 4. Horizontal current velocity component over the Gelendzhik shelf:
results of towed ADCP surveys: (a) October 18, 2007, 12:27-16:40;
(b) October 25, 2007, 09:43-15:47.
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Fig. 5. Velocity field in a shelf
area near Gelendzhik accord-
ing to ADCP surveys fulfilled on
28.09.08. Dotted line marks
approximately a position of sub-
mesoscale anti-cyclonic eddy A1.

a)

iysk
Gelendzhik

c. Idokopas

Fig. 6. Evolution of near-shore anti-cyclonic eddies A1 and A2:
28.09.08 06:59 GMT (a), 29.09.08 08:25 GMT (b), 30.09.08, 19.22 GMT (c)
and 01.10.08, 09:53 GMT (d). Dotted line—eddy’s position and size.

U

—

D

Fig. 7. Scheme of periodic eddy formation in a flow behind
high-drug body (a step). D—the step height; U—velocity
of the flow upstream the step; T—time period
of eddy formation.
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The study of the regulations and peculiarities of shelf eddy formation and
evolution mechanisms were performed in rotating and non-rotating fluid by
means of laboratory experiments. The results of this study are presented and
discussed in (Elkin, 2010).
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Numerical simulation of density inhomogeneity
(“spot”’) collapse

Dmitry Ampilogov, Viktor Vasilkin, Denis Maliy

Abstract

It is well known that formation of water volumes denser than the ambient is pos-
sible in nearshore sea zones. For instance, it includes the formation of near-
shore waters filled with suspended matter during the intense autumn storms.
The present work objective is to study the specific features of stratified fluid col-
lapse under the dimensional asymmetry of one of modeling space’s borders.

XopoIo U3BECTHO, YTO B IPUOPERHOI 30HE MOpel MOryT popMupoBaThcsa 60-
A€e IIAOTHbBIE BoAbl. Hanpumep, npu MHTEHCHBHBIX OCEHHUX IITOPMAX IIAOT-
HOCTb NPUOPEKHBIX BOJ MOKET YBEAHUYHUBATLCA OAArogaps B3MYy4UBAHUIO.
eAb gaHHOI pabOThl — U3YyUUTH CHENUPUIECKUE YEPTHI IOBeJeHUs obbeMa
CTPaTUPUIMPOBAHHON KM AKOCTH IIPU IOMOIIH YUCACHHOIO MOAEAUPOBAHU A
IIPU MPOCTPAHCTBEHHOM aCMMMETPUHM OAHOH M3 IpaHHIl, MOAEABLHOIO IIPO-
CTPaHCTBA.
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Changes in hydro-meteorological characteristics
for marine coast and lagoons of the South-East Baltic

Boris Chubarenko, Zhanna Stont, Oleg Goushchin

Abstract

10-years data set of hydro-meteorological measurements at the lagoon coasts of
the Vistula and Curonian spits (South-East Baltic) shows evident rise of the air
and water temperatures with the rates of 0.09-0.15 and 0.07-0.17 °C per year
respectively. Statistical distributions of wind speed for three intervals (1992-94,
1998-2000, 2001-04) for the Vistula Lagoon and 5-years period (2004-08) for
the open marine oil platform D6 evidence that wind condition become more
calmer, repetition of strong and moderate winds is reduced, air pressure is
increased. Al these allow to formulate hypothesis that trajectories of cyclones
crossing the Baltic Sea are changed—they are shifting to North in comparison
with previous ordinary ways.

Ha ocnoBe anaamnsa ganHbIX 10-AeTHHX €KeJHEBHBIX HAOAIOJEHUIT TeMIlepa-
TYypBI BO3JyXa M BOJBI Ha 3aAUBHBIX Oeperax Bucamuckoit u Kypmickoii koc
cAeAaH BbIBO/J 06 ux oueBugHOM pocrte co ckopoctamu 0,09-0,15°C B rog gast
temreparypst Bozayxa u 0,07-0,17°C B rog gas Temieparypbl Bogsl. CpasHe-
HHE CTATUCTUYECKUX PACIPEACACHHI AASL CKOPOCTU BETPA AASL TPEX TPEXALT-
HuX nepuogos (1992-1994, 1998-2000, 2001-2004) arsa BucanHCKOrO 3aAuBa
u 3a 5 aet (2004-2008) ars oTKpbITOH MOpcKoit mAaaTpopmbl /-6 nokasano,
YTO B IJEAOM BETPOBOM PEKUM CTAHOBHTCA CIOKOHHEE, yMEHBIIACTCH HOBTO-
PAEMOCTh YMEPEHHBIX U CHABHBIX BETPOB. B COBOKYIHOCTH € OGIIUM IOBbI-
IICHHEM 3HAYEHUH aTMOCPEpPHOro JaBAeHUs Ha Tepputopueit Karunnn-
rpajckoil 06AaCTH 9TH U3MEHEHU S B CTATUCTHKE TOBTOPSAEMOCTH PA3AHUIHBIX
CKOPOCTEil BETpPa MO3BOASIOT BBIABHHYTH IHIIOTe3y 00 M3MEHEHUH TPAEKTO-
puit ABUKEHUA LHUKAOHOB HaJ BaAaTukoil — cmemenue Ha ceBep TpaeKTopHi
ABHKEHHUS UX [[EHTPOB.

1. Introduction

Hydro-meteorological conditions in the Baltic Sea region are varied in a
response to global climate variability and anthropogenic influences as every-
where (Shkolnik et al., 2006, Assessment... 2008). This response is not equal
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for different part of the Baltic Sea region, and local conditions respond to
global changes in different ways (Meier, 2002, Graham, 2004). As concern the
coastal water bodies as the Curonian and Vistula lagoons, which are of the
horizontal scale of 10-100 km, the local conditions are the most driving forces
for them (Chubarenko & Chubarenko, 2002).

The aim of the study is to analyse changes in hydro-meteorological condi-
tions exactly in the South-East Baltic during last 10 years.

This analysis was fulfilled on the basis of both, the data collected at the
points 1, 2, 4 (Fig. 1) by Atlantic Branch of P.P, Shirshov Institute of Oceanolo-
gy of Russian Academy of Sciences (ABIORAS, and the data from open sourc-
es, as data collected by official agencies are not freely available.

Daily average temperature of air and water (1997-2007) were measured at
the lagoon coast of the Vistula Spit (Kosa Village), approximately 1 km south-
ward from the Baltiysk Strait, the single inlet of the Vistula Lagoon; and at
the lagoon coast at the central part of the Curonuan Spit, the Rybachii Village
(points 2 and 4, Fig. 1). Hourly data on water and air temperature, wind and
air pressure at the water level (2004-08) were measured at the oil platform
D6, located at a distance of approximately 30 km from the shore of the Curo-
nian Spit (point 5, Fig. 1). Therefore, points 2 and 4 characterize conditions
at the Vistula and Curonian lagoons respectively, while point 5 characterize
marine conditions. Historical data for City of Kaliningrad and Port Pionerskii
(points 1 and 3, Fig. 1) were used for comparison.

2. Results
2.1. Increase of air and water temperature

Despite some variations from year to year all data show an increase of av-
erage air and water temperatures for both Curonian and Vistula lagoons
(Figs. 2, 3; Table)—a positive linear trend statistically significant (reliable) for
daily data for points 2 and 4 (Table).
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Table

Trends for air and water temperatures (1997-2007) at points 2 and 4,
characterized the Vistula and Curonian lagoon conditions respectively.

Parameter, location Averaging scale, Trend rate Student’s

period 1997-2007 (°C per year) t-test
Air temperature, Vistula Daily-averaged 0.0891 or ~0.09 2.02
Spit, lagoon shore, Kosa Monthly-averaged insignificant 0.23
Village (Baltiysk) Yearly-averaged insignificant 0.48
Air temperature, Curonian Daily-averaged 0.146 or ~0.15 4.79
Spit lagoon shore, Rybachii | Monthly-averaged insignificant 0.86
Village Yearly-averaged insignificant 0.36
Water temperature, Vistula| Daily-averaged 0.17374 or ~0.17 4.59
Spit, lagoon shore, Kosa Monthly-averaged insignificant 0.36
Village (Baltiysk) Yearly-averaged insignificant 1.40
Water temperature, Daily-averaged 0.0719 or ~0.07 2.22
Curonian Lagoon, lagoon | Monthly-averaged insignificant 0.70
shore, Rybachii Village Yearly-averaged insignificant 0.80

There is a big difference in relationship between air and water temperature
trends for both lagoons: for the Vistula Lagoon, the rate for water tempera-
ture rise is 2 times higher than one for air temperature (0.17 and 0.09 °C per
year respectively), but for the Curonian lagoon—vise versa (Table). The only
one explanation derives from location of sampling points. The point 4 (Curo-
nian Lagoon) is equally far from both main drivers—Klaipeda Strait (the Cu-
ronian Lagoon inlet) and Neman River, and therefore may represent purely
lagoon conditions, while point 2 (Vistula lagoon) is just in the vicinity of the
Baltiysk Strait, the Vistula Lagoon inlet, and, therefore, it is under permanent
influence from sea water intrusions.

The rate of increase of air temperature for the Curonian Lagoon is ap-
proximately 2 times higher than one for the Vistula Lagoon. As these points
are rather close to each other, and a general tendency of more rapid increase
of the air temperature for northern parts of the Baltic Sea Region (Graham,
2004) couldn’t be so pronounced between them, this difference in the rates
evidences to influence of local microclimate conditions.

Important to note, that the only trend of daily averaged temperatures
should be used for reliable analysis, as trends estimated for monthly- or yearly-
averaged temperatures are not statistically significant (reliable). Consequent
averaging (from daily-averaged to yearly-averaged data) gives a reduction in
the trend rate (Table), and may even lead to possible change of the tendency;
e.g., for point 2, the rate for air temperature is higher than that for water
temperature in terms of yearly average data, while it should be opposite con-
sidering daily averaged data.

Positive trend in air temperature founded for both lagoons was not re-
vealed for the inland station in Kaliningrad (point 1, Fig. 1). Statistical analy-
sis of daily measurements at this point (1996-2008) showed even negative (but
statistically non-reliable) trend of —0.01 °C/year.
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(a) Ta (average daily data), 1997-2007, Kosa Village (Baltiysk), Vistula Spit
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(b) Tw (average daily data), 1997-2007, Kosa Village (Baltiysk), Vistula Spit
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Tw A_trend=10.37 B_trend=0.000476 t_student=4.59

(c) Ta (maximal, average and minimum monthly data). 1997-2007,
Kosa Village (Baltiysk), Vistula Spit
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(d) Tw (maximal, average and minimum monthly data), 1997-2007,
Kosa Village (Baltiysk), Vistula Spit
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Fig. 2. Time variations of air and water temperature, point 2 (Vistula Lagoon, Kosa Village,
Baltiysk), 1997-2007: average daily data of air (a) and water (b) temperature; maximal,
average and minimum monthly data of air (c) and water (d) temperatures.
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(a) Ta (average daily data), 1997-2007, Rybachiy Village, Curonian Spit
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(b) Tw (average daily data), 1997-2007, Rybachiy Village, Curonian Spit
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(c) Ta (maximal, average and minimum monthly data), 1997-2007,

Rybachiy Village, Curonian Spit
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(d) Tw (maximal, average and minimum monthly data), 1997-2007,

Rybachiy Village, Curonian Spit
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Fig. 3. Time variations of air and water temperature, point 4 (Curonian Lagoon, Rybachii
Village), 1997-2007: average daily data of air (a) and water (b) temperature; maximal,
average and minimum monthly data of air (c) and water (d) temperatures.
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2.2. Wind speed and direction

Data up to 2000, collected within (Gilbert, 2008), showed the negative trend
for magnitudes of maximal winds for the South-East Baltic. Comparison of
pictograms (Fig. 4) for wind speed probability for three periods (1992-94,
1998-2000, 2001-04) and historical data (1949-88) in Baltiysk, explicitly evi-
dence, that the probability of wind of more than 6 m/sec dropped down after
1994. The data on wind speed in the point 2 (the Vistula Lagoon, 1997-2007)
also show permanent and slow reduction of wind, and trends for minimal and
maximal temperature are statistically significant (Fig. 5).

Wind speed distribution, period 1992-1993-1994 (3 years)

Wind speed distribution, period 1098-1999.2000 (3 years)
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Fig. 4. Wind statistics for three periods (1992-94, 1998-2000, 2001-04), and histori-
cal period 1947-88 for the Vistula Lagoon. Rose-in-rose pictograms show consequent
statistical distributions of wind directions for all winds, winds higher than 5, 10, 15, 20

and 25 m/s.
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Correct estimation of changes in wind direction is not possible, as all coastal
points of meteorological measurements at the Russian territory of the South-
East Baltic are partly shadowed by buildings or trees. The point of measure-
ments at the oil platform D6 (point 5, Fig. 1) is the most representative one
(Fig. 6), but measurements there started only five years ago.

2.3. Changes in air pressure

Time variations of air pressure (referred to a sea water level) at the oil
platform D6 in the Baltic Sea has obvious and statistically significant positive
(student’s t-test equals to 18.77) trend of 0.641 hPa per year for the period
2004-08 (Fig. 7).

Analysis of hourly air pressure at the oil platform D6, namely, the repetition
of three grades of pressure (Az, anti-cyclonic conditions, air pressure greater
than 1,015 hPa, Zn, cyclonic conditions, air pressure greater than 1,010 hPa,
and GF, and low gradient fields of atmospheric pressure) showed that number
of Az-conditions is increased, against reduction of numbers of Zn-conditions.

Both these steady tendencies for an air pressure over the South-East Bal-
tic, as well as reduction of wind speed while wind direction distribution
keeps constant, evidence to a change in cyclones trajectories, and we may set
up a hypothesis, that cyclone’s trajectories shifted to North from their usual
corridor.

3. Conclusions

Data collected at the coastal measuring points in the Russian part of the
South-East Baltic (1997-2007) show positive trend for daily averaged tem-
peratures of air and water. Such a trend is observed not only in averaged data,
but for minimal and maximal values of temperature also, and therefore, the
10-years warming tendency is obvious for the South-East Baltic. Rate of aver-
age temperature increase for the Vistula Lagoon equals 0.09 °C per year for
the air temperature and 0.17 °C per year for the water temperature; for the
Curonian Lagoon respective rates are 0.15 and 0.07 °C per year.

Wind speed, Baltiysk (Vistula Spit), 1997-2007
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Fig. 5. Time variations and trends of maximal, average and minimal
daily values of a wind velocity, point 2, Vistula Lagoon, Baltiysk, 1997-2007.
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Fig. 6. Consequent wind roses for different wind speed gradations (all winds,
wind speed more than 5, 10, 15, 20, 25 m/sec) (a), and statistical distribution
of probability for velocity speed of different grades (b) at oil platform D6.
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Fig. 7. Time variations and trend of atmospheric pressure according to
automatic hydro-meteorological station, established on oil platform D-6.

Differences in the rates between air and water temperatures for both la-
goons is caused by location of measuring points—in the Vistula Lagoon meas-
uring point is close to lagoon inlet (Baltiysk Strait) and under permanent
influence of random marine water intrusions, while in the Curonian Lagoon
the measuring point is rather far from main drivers—the Neman River delta
and lagoon inlet (Klaipeda Strait). The local microclimate influence is very
strong at the Curonian Spit, as the rate of air temperature increase is 2 times
higher there than for the Vistula Lagoon.

Data for wind speed for three periods (1992-94, 1998-2000, 2001-04) and
for the period 1997-2007 evidence about reduction of minimal and maximal
wind speeds, and reduction of repeatability of winds of moderate and high
speed. Therefore, recent data approved a tendency (which were formulated
before on the basis of the data from late 90th) of evolution of wind climate in
the South-East Baltic to more calm conditions.

As all coastal measuring points are partly shadowed by buildings or trees,
the only representative measurements are executed at the oil platform D6 lo-
cated 30 km offshore in the Baltic Sea, but regular measurements have started
there only 5 years ago.

General negative trend in air pressure, increase of repeatability of anti-
cyclonic and low gradient field conditions, as well as wind speed reduction
in the South-East Baltic allowed to set up a hypothesis, that trajectories of
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= 0.0088x + 0.3853 Fig. 8. Repeatability of cyclonic,
anti-cyclonic conditions and low
gradient field of atmospheric
pressure in the South-East Baltic
in 2004-08; the linear trends
are also shown.
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centers of cyclones crossing the Baltic Sea shifted to North from their usual
corridor.

In any cases, it is expected that all these trends will be accompanied by
positive consequences to marine and lagoon shore dynamics. Reduction of
storminess, increase of probability for south strong winds may ensure an in-
tensification of coastal accretion on northern marine shore of the Sambian
Peninsula, suffered nowadays from intensive coastal abrasion.
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Analysis of thermohaline structure of water in coastal
zone of the Baltic Sea and of characteristics
of its cold intermediate layer

Natalia Chubarenko, Sergey Shchuka, Irina Chubarenko

Abstract

Analysis of field data on vertical thermohaline structure of waters in the South-
East Baltic, obtained in 75 and 78 cruises of /v “Professor Stockman” (March
and July 2006) in frames of “LUKOIL” monitoring program, is presented. Using
previously developed formalized criterion, the cold intermediate layer is allo-
cated and its features are described.

IIpeacTaBAeH aHAAU3 JAHHBIX 9KCIEAUITHOHHBIX uccaegopanuiit HMC «Ilpo-
¢Peccop lltokman» (75-it u 78-i peiicel 1O MporpaMme MOHHTOPUHTA AYKOIA,
npopogusiuecsa B Mapte u uiore 2006 r.) BepTUKaAbHON TePMOXaAMHHON
CTPYKTYPe I0ro-BOCTOYHOI1 yacTu baAruiickoro mops. Ha ocuose paspaboran-
HOro paHee pOPMAAU3OBAHHOIO KPUTEPHs B BEPTUKAABHON TEPMOXAaAUHHON
CTPYKTYp€ BOA B A€THUH NEPUOJA BLIAEAEH XOAOAHDBIH IPOMEKYTOYHBIN CAOH,
XapaKTEPUCTUKH KOTOPOTO NOAPOOGHO OIHMCAHBL.

1. Data and the goal of the analysis

Data of vertical profilings performed in coastal and deep parts of the Gulf
of Gdansk (south-eastern Baltic Sea) in March and July 2006 during the
75 and 78 cruises of research vessel “Prof. Stockman” (Report on 75 cruise...
2006, Report on 78 cruise... 2006) was analyzed. The purpose of the analysis
was to clarify the thermal structure and examine possible impact of change
of the mixing regime while crossing of the temperature of maximum density
of water (Tmd). We compared the characteristics of water observed over the

Natalia Chubarenko (<)

Moscow Institute of Physics and Technology, Dolgoprudny, Russia;

P.P. Shirshov Institute of Oceanology, Moscow, Russia

Sergey Shchuka (P<)

P.P. Shirshov Institute of Oceanology, Moscow, Russia

Irina Chubarenko (<)

P.P. Shirshov Institute of Oceanology RAS, Atlantic Branch, Kaliningrad, Russia

321



N. Chubarenko, S. Shchuka, I. Chubarenko

coastal underwater slopes of the Gdansk Bay (off the Curonian spit) by the be-
ginning of the period of spring warming—with the characteristics of the cold
intermediate layer (CIL) in the summer when it is most clearly manifested
in general vertical thermohaline structure of water. The measurements were
performed using a standard C'TD probe Neil Brown Mark II1.

For the comparative analysis the following stations were selected: (i) station
No. 12 (55°35" N, 20°2" E) in the deepest part of the south-eastern Baltic Sea
(center of the Gulf of Gdansk); depth at this point was about 80 m; and (ii) sta-
tion No. 7 (55°14' N, 20°53" E) as a coastal station, depth at which was 10-12 m
(see Report on 75 cruise... 2006, Report on 78 cruise... 2006).

2. Characteristics of CIL in summer time

In July 2006, after a fairly typical winter, the vertical thermohaline struc-
ture of water was also typical: the upper heated layer with the thermocline at
a depth of 15 m, then the second (seasonal) thermocline (29 m), CIL, the main
pycnocline below 60 m (Fig. 1). The profiles of temperature, salinity and the
density anomaly were analyzed in detail, and the Tmd-profile for them was
calculated taking into account its dependency on the observed salinity and
pressure. The analysis of the characteristics of CIL was presented in the form
of detailed tables.

3. Characteristics of water over coastal underwater slopes
by the beginning of the spring warming

In order to examine the possibility of penetration into the CIL of coastal
waters formed in March, which may have been transported in deep part along
the slopes by cascading due to early-spring heating from temperature 7<7md
(Chubarenko, 2010), the profiles of temperature and density in March in
the coastal zone were analyzed, as well as in March and July in the deepwa-
ter part.

During the measurements in March 2006 (Report on 75 cruise... 2006) the
process of cooling was still going on and the temperature of coastal waters
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Fig. 1. Vertical profiles of temperature, salinity, density anomaly and Tmd (depending on
salinity and pressure) in the deepwater of Gulf of Gdansk (station 12, July 2006) and the
corresponding vertical temperature and density gradients.
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Fig. 2. Deepwater (St. 12) and coastal (St. 7) parts of the south-eastern Baltic Sea
in March and July 2006 (according to (Report on 75 cruise... 2006, Report on
78 cruise... 2006)): profiles of water temperature (a) and density anomaly (d).

remained significantly lower (0.3 °C) than the temperature of surface waters
in the open-sea part (1.7 °C), both at the same time confidently below Tmd,
amounting to 2.3-2.5 °C at a given salinity. Thus, the conditions were quite
favorable for the possible occurrence of the cascading along coastal underwa-
ter slopes with the beginning of the spring warming.

Analysis of the density distribution showed that the density anomaly of
coastal waters was 5.9 kg/m* in March, which was in the range of the proper-
ties of CIL in the deep part of the sea in July: there it varied from 5.14 (at a
depth of 15 m) to 7.07 kg/m® (at a depth of 67 m); the density anomaly of
5.9 kg/m® was observed in deep part at the depths of 31-34 m. At the same
time, in the spring the thickness of the upper quasi-homogeneous layer was
about 50 m.

4. Conclusions

(1) After a typical winter (2006), water temperature in the upper layers of
the Baltic Sea (40-60 m) is lower than the temperature of maximum density:
in 2006 it ranged from —0.3 to 1.7 ° C. This means that at the beginning of the
spring warming from the surface vertical convection occurs. Where convec-
tion reaches the bottom (it is about 60 percent of the sea area), the cascading
of denser waters with temperature 7<7md should arise along the slopes.

(2) The density of coastal waters (according to the analyzed data) fits the
range of the properties of CIL: for example, in March 2006, the density
anomaly of coastal waters was 5.9 kg/m?, and the range of densities within the
CIL in the deep part of the sea in July varied from 5.14 to 7.07 kg/m®.

(3) With the salinity typical for the upper (more fresh) layer at the given
area, coastal waters cannot sink down along the slopes below the level of per-
manent halo-cline, i.e., they should separate from the slope and propagate
further into the deep part of the sea in the intermediate layer. Water with
exactly such characteristics is found inside the CIL of Baltic Sea in summer:
with 7<7Tmd and salinity close to the salinity of the surface layer.

Thus, the comparative analysis confirms the possibility of contribution of
early-spring cascading to the formation of CIL of Baltic Sea. Details of this
water exchange could be clarified only by special full-scale studies.
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Distribution of sea surface temperature in the South-
East Baltic by remote sensing and in-situ data

Vsevolod Chugaevich, Elena Sapozhnikova

Abstract

The Sambion shore water was investigated by Atlantic Branch of P.P. Shirshov
Institute of Oceanology and Immanuel Kant State University of Russia in 2009.
The frontal zones and thermohaline structure were objects of scientific interest.
The new high resolution data were obtained during expedition on the sail boat
“Ikar”. It was compared with satellite data from NOAA and MODIS. The special
attention was paid to outflow lagoon waters.

B 2009 r. BgoAb nobepexpsa CaMOUIICKOrO MOAYOCTPOBA COTPYAHUKAMU Ka-
¢eapnr reorpaguu okeana Poccuiickoro rocygapcTBeHHOIO YHHUBEPCHTETA
um. M. KanTa coBMeCTHO ¢ ATAAHTUYECKUM OTJeAeHueM MHCTUTyTa OKeaHo-
Aoruu um. ILI1. Hlupmosa PAH npoBogHAHCH 9KCIIE AUITHOHHBIE pa6OTLI 110
HUCCA€ZOBAHHUIO PPOHTAABHBIX 30H U TEPMOXAAUHHOM CTPYKTYypbl BoA. Mame-
PEHHA IApaMETPOB BBIIOAHAAUCH B PA3AHYHBIX TH/POMETECOPOAOTHIECKUX
ycaoBusx ¢ 6opra katamapana «Mkap». AAs uccaegyemoro paifona 6buiA oAy-
YEH HOBBIH PAJ JAHHBIX BBICOKOI'O IIPOCTPAHCTBEHHOTO paspemnienusd. Jannas
paboTa NoCBsANEHA U3YUYEHHUIO PACIIPEJEACHHS TEMIIEPATYPhI HOBEPXHOCTHO-
rO CAOA MOPs 110 9KCIEAUITUOHHBIM JAHHBIM U AHAAM3Y CIYTHHUKOBBIX JAaH-
HBIX B pallOHE B3aUMO/JEHCTBUA MOPCKUX U 3aAUBHBIX BoA. Ocoboe BHUMaHHUE
YAEACHO AHAAM3Y A3bIKA 3AAMBHBIX BOJ, AASL KOTOPOro noaydensl CTD gan-
HbI€ BBICOKOT'O IIPOCTPAHCTBEHHOI'O PA3PEIICHHA.

Vsevolod Chugaevich, Elena Sapozhnikova (P<)
Immanuel Kant State University of Russia (UKSUR), Kaliningrad, Russia
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The temperature front in the rotating fluid:
laboratory modeling

Natalya Demchenko, Andrei Zatsepin, Irina Chubarenko

Abstract

This work is devoted to investigation of the warm buoyant jet—"late” stage of the
thermal bar phenomenon—in the rotating laboratory basin with a sloping and
horizontal bottom. 24 experiments were performed for various specific power
supply ¢ (2,574 Wt/m?; 1,313 Wt/m?; 638 Wt/m?); Coriolis parameters f=0.8, 1.25,
2.5 57" and without rotation; for the slope angle ¢=39° and horizontal bottom.
It was pointed out, that the buoyancy flux and the Coriolis parameter are the
key factors influencing the radial speed of propagation of the warm buoyant jet
over slopping bottom in rotating fluid. Therefore, the main dimensionless pa-
rameters, governing this process, are the flux Rayleigh number and the Ekman
number. The experiments showed that they are related as Ra,=Ek=.

/lamnas paboTa MOCBAIIEHA HCCAEJOBAHHIO ITAABYYEH CTPYyH — Mo3Heil cTa-
AHH Pa3BUTHUS TepMobapa — BO BPAL[AIOIIEHCs KU AKOCTU. BHIAK BBIIIOAHEHBI
24 sKcIepUMeHTA AASL TPeX IapaMeTPOB YAEABHOH MOIIHOCTH IOJOTpeBa ¢
(2574 Bt/m?; 1313 Br/m?; 638 Br/m?); mapamerpos Kopuoaunca [=0.8, 1.25, 2.5 57!
u 6e3 BpalleHus; ¢ HAKAOHHBIM (¢=39°) U rOPH3OHTAANBHBIM AHOM. Pe3yabra-
ThI AaGOPATOPHBIX DKCIIEPUMEHTOB IOKA3aAH, YTO HA PAJUAABHYIO CKOPOCTD
HPOABHIKEHUS TEIAOI ITAABydYell CTPYH IIPH HAAUYUH YKAOHA JHA BO Bpa-
HIAMOIIEHCsT JKUAKOCTH OKA3bIBAIOT 3HAYUTEABHOE BAUSIHUE ABa paKTOpa: Ia-
pamerp KopHoAmca n BeAHYHHA [TOTOKA [IAABYYECTH Yepe3 IIOBEPXHOCTL. Ta-
KM 06pa3oM, OCHOBHBIMU 6e3pasMEpHBIMH [TAPAMETPAMU MOTYT SIBASITBHCS
qucAaa Pores u DkMaHa. DKCIEPHUMEHTBI IIOKA3aAH, YTO OHHU CBA3AHBI COOT-
HomeHnueM Ra,=Ek=.

1. Introduction

It is well known, that the bottom topography and the Earth rotation sig-
nificantly influence the dynamics and structure of the thermal fronts in the
freshwater basins and brackish seas. Field observations of the thermally in-

Natalya Demchenko, Irina Chubarenko (P<)

P.P. Shirshov Institute of Oceanology RAS, Atlantic Branch, Kaliningrad, Russia
Andrei Zatsepin (D<)

P.P. Shirshov Institute of Oceanology RAS, Moscow, Russia
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The temperature front in the rotating fluid: laboratory modeling

duced fronts in the Baltic sea during spring heating have reviled, that large-
scale fronts in the southern and central Baltic are aligned with the coasts and
isobaths; significant correlation between SST and topography was found (By-
chkova et al., 1987). It was corroborated also by an analysis of 9-month time
series of infrared imagery in the northern and central Baltic (Kahru et al,,
1995). In some regions of the Ladoga Lake non-uniform topography leads to
the deceleration of the thermal bar (frontal zone, associated with the tempera-
ture of maximum density, Tmd=3.98 °C) and formation of the “secondary”
thermal front, marked by 5 °C-isotherm at the surface, with the very sharp
temperature gradients in the upper layers (Naumenko & Karetnikov, 1993).
The main goal of this work is to investigate how the rotation and bottom
topography influence the propagation of the thermal bar at its late stage.

2. Methods

Experiments were performed in a cylindrical tank with radius R, ,=0.3 cm,
mounted on a rotating table. The tank was fitted with false bottom with cir-
cular heating isolated cable. The working section of the tank was closed with
a model of a slope (slope angle #=39°) and horizontal bottom, decreasing a
whole depth of the tank to 15-16 cm. The tank was filled with fresh distilled
water. Experiments were performed (i) with rotation periods of 5, 10, 15 s,
what gave the Coriolis parameter, f=2€Q, around 0.8, 1.25, 2.5 s' respectively,
and (ii) without rotation. In order to reproduce the warm buoyant jet, the
heating cable was used, which was mounted over top of incline at the depth of
I-cm along the round wall of the tank. Series of experiments were performed
using various specific power supply q, Wt/m? (0.26; 0.13; 0.06 Wt/m?). The wa-
ter temperature was controlled near the wall (depth, D~1.5 cm; distance from
the tank wall, L~2 cm), at the middle of the radius (D~16 ¢m; L~26 c¢cm) and
at the center of the tank (D~27 cm; L~37 cm) by 3 verified thermometers.
For visualization of the surface currents the water-soluble blue thymol indica-
tor and paper tracers with neutral buoyancy were used.

Initially water temperature in the tank was 1-2 °C below the air temper-
ature; in order to avoid vertical convection ice cubes were put on the free

Fig. 1. Experimental setup. 4
(1) rotating table;

(2) slope;

(3) tank wall;

(4) video camera;

(5) autotransformer;

(6) ampermeter;

(7) voltage supply;

(8) copper plate (anode);

(9) heating resistance isolated
cable;

(10) outlet;

(11) nichrome wire (cathode).
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surface. At the beginning of each experiment the tank was filled with the
fresh distilled water (concentration of thymol indicator was around 25g/65 L
of water). Before the beginning of the experiments with rotation, the rotating
frame was switched on; the working fluid was brought into ridgid-body rota-
tion (rotation rate f). After that the video record was switched on; the elec-
trodes were supplied by the voltage, and the heating cable was initiated as a
heater. Due to the electrochemical reaction, water solution near the nichrome
wire became alkaline and changed its colour, becoming navy-blue. The paper
tracers were put on the free surface in order to allow recalculating its replace-
ment into surface velocity fields. Data processing was performed after the
experiments using Tank Field Calculator, Excel and Surfer.

3. Results
3.1. Development of the temperature front in presence of the slope

The laboratory experiments with rotation did show, that the speed of the
warm buoyant jet propagation to the middle of the tank depends on rotation
rate f: with increasing specific power supply ¢ the jet speed increases (but
1.5—4 times less).

It was pointed out, that in rotating fluid the buoyant jet is forced to the
shore by the Coriolis force (Fig. 2); its radial speed is one order less than
in non-rotating fluid. Therefore, strong along-shore currents is initiated; the
thickness of the thermally active layer increases in comparison with the non-
rotating fluid. In presence of the slope, along-shore currents are stable and
keep axisymmetric shape during the entire experiment. In non-rotating fluid,
the structure of the warm jet as a thread-like due to the convective instability
near the heater.

(a) (b)
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Fig. 2. (a) Photo of warm buoyant jet propagating to the deep part of the tank; (b) ve-

locity field, calculated from paper tracers displacement using Tank Field Calculator pro-

gram. The time from the beginning of the experiment is 35 min; specific power supply
q=0.26 Wt/m?.
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Results of laboratory experiments did show, that the Coriolis parameter
and the buoyancy flux play the key role in the development of the jet, influenc-
ing its propagation speed in presence of the slope in rotating fluid. Thus, the
main dimensionless parameters governing the process are the (flux) Rayleigh

gallL* v )
number, Ra,=—=——— and the Ekman number, Ek= — - Here, g is the ac-
P P

celeration due to gravity, e—thermal expansion coefficient, F—heat flux,
L—horizontal length scale, p —reference density, ¢,—water heat capac-
ity, x, —thermal conductivity coefficient, v—viscosity. The heat flux, F, causes

Fag | .
the buoyancy fluxes, B Z—g, into the surface layer. Thus, more convenient
4

p
is to use for the Rayleigh number the expression Ra,= The depen-

K
T
dence Ra,=Ek™ was obtained, which is in a good agreement with results of
Boubnov & Golitsyn (1995) who showed that Rczf~TcL2/3~Elf4/3 for the convec-

tion in a rotating fluid.

3.2. Development of the temperature front over horizontal bottom

The qualitative results of laboratory experiments without rotation effect
did show, that over horizontal bottom in the deep tank (the thickness of the
thermal active layer is insignificantly) the along shore currents are unstable
and meandering; the quasi-geostrophic eddies are initiated. Therefore, ra-
dial propagation speed of the meandering temperature front increases over
horizontal bottom in comparison on propagation speed of axisymmetrical
buoyant jet over the slope due to the eddy viscosity. This effects are absent in
non-rotating fluid with a model of horizontal bottom.

4. Conclusions

(1) Influence of the bottom slope is most significant in the sense that it stabi-
lizes the propagation of the leading edge of the temperature front, preventing
for its breaking-up and formation of the quasi-geostrophic eddies. Without
the slope, rapid propagation of the coastal waters towards the deep part initi-
ate formation of eddies.

12

y=-1.9429x + 1.4079
¢ R’ =0.8271

11

lgRa

-5 -45 -4 -35 -3 -25
lg Ek

Fig. 3. The flux Rayleigh number as a function of the Ekman number.
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(b)

Matarerice Vectors
- >
0,006 TXI11H505 0. THOTAB 1TSS

Fig. 4. Warm meandering temperature front in a basin with horizontal bottom at
g=0.26 Wt/m2 and Coriolis parameter f=0.8 s™: (a) photo of the surface; (b) calculated
surface velocity field; the quasi-geostrophic eddies are marked by ovals.

(2) The buoyancy flux and Coriolis parameter play the key role for the radi-
al speed of propagation of the warm buoyant jet, therefore, the main dimen-
sionless parameters, governing this process, are the flux Rayleigh number
and the Ekman number. The described experiments have demonstrated that
they are related as Ra,=Ek™.
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Laboratory study of sub-mesoscale eddy formation
mechanisms at narrow Black Sea shelf

Dmitry Elkin

Abstract

The laboratory investigation of the shelf eddies periodic formation behind the
capes in the presence of the alongshore current was fulfilled. The experiments
were provided in a cylindrical tank filled with homogeneous or two-layered fluid
and displaced on a rotating table. The conditions of eddies periodic formation
behind the cape with their subsequent shedding and trapping by the flow were
determined. The laboratory results were successfully compared with the natural
observations obtained in the survey of 2009 at the Black Sea coastal zone near
Gelendzhik.

ITpoBegeno AaboparopHoe MCCAEJOBAHHE MEXAHU3MA oOpasoBaHHA BHXpeil
Ha me/\bcpe HpI/I 06TCK2HI/II/I TECUYECHUEM HpeHHTCTBI/IH B BH/JE€ MbICa C prT})IM
00BOJOM. DKCHEPUMEHTHI MPOBOJUAUCH HA Bpamialomieiicsa naarpopme B 11u-
AUH/APUAIECKOM Gacceiine, 3aIIOAHEHHOM OAHOPOAHON UAHM ABYXCAOMHOHN KHUJ-
KOCTBIO. YCTAHOBAEHBI YCAOBUS MEPUOJHMIECKOTO BUXPEOOPA3OBAHUA 32 MBI-
COM, TTIOCAEAYIOIIETO OTPbIBA BUXPEH M X 3aXBaTa BJOABOEPETOBBIM IIOTOKOM.
HO/\Y‘ICHHBIC peByj\bTaTbI yCl'IeLLIHO COIIOCTAaBAE€HBI C JaAHHBIMH HaTypme Ha-
6A104€HMI, TOAYYeHHBIMU B 9Kcnieguniun 2009 B npubpesxnoii 30He 1. I'enen-
AKUKA.

1. Introduction

The classical scheme of the Black Sea basin-scale circulation includes the

Rim current (RC) cyclonically flowing along the continental slope, as a gen-
eral element (Blatov et al., 1984). Numerous IR and visible satellite images
and hydrographic surveys with mesoscale spatial resolution elucidated the
fact that horizontal water exchange in the Black Sea as a whole is largely de-
termined by dynamics of mesoscale (20-100 km) anticyclonic eddies as well as
their interaction with neighboring cyclonic eddies and the RC (Zatsepin et al.,

2002, 2003, 2005).

Dmitry Elkin (><)
P.P. Shirshov Institute of Oceanology RAS, Moscow, Russia
e-mail: dmelkin@mail.ru
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The width of Black Sea shelf in Caucasian region is about 2-10 km. It is
essentially smaller than the width of RC, or the diameter of mesoscale eddies
in deep-sea zone. So, it is reasonable to consider the narrow Caucasian shelf
as a zone where the energy of basinscale and mesoscale current is dissipating.
Usually the hydrodynamic dissipation process is associated with formation
and distraction of eddies of much smaller scale than the scale of most ener-
getic eddies.

Indeed, the observations fulfilled upon the narrow (less than 10 km) shelf
of the north-eastern part of the Black Sea revealed the existence of sub-mesos-
cale (1-10 km) shelf eddies that are a widespread feature of shelf dynamics and
play an important role in cross-shelf water exchange (Zatsepin et al., 2010).
The aim of this report is to describe the results of the laboratory experiments
directed toward the investigation of shelf eddies generation mechanisms.

Two possible mechanisms of the Black Sea Caucasian shelf eddies were
considered. First was the shear instability of the alongshore current. Due to
shear instability the cyclonic shelf eddies are generated in the case when the
alongshore current over the continental slope has south-eastern direction and
anticyclonic—in the opposite case. The second mechanism was observed only
in case of strong external circulation and consisted in periodic eddy forma-
tion in the concave forms of coastal line relief, particularly, behind the capes
due to basic flow separation. These eddies were shedding periodically to the
basic flow. The non-dimensional frequency of this process—Strouhal number,
St=D/VT (D—Ilengthscale of orographic feature, '—scale of along-shore cur-
rent velocity, 7—time period of eddy formation) was equal to 0.1. Such value
(8¢=0.1-0.3) is typical for the periodic eddy formation behind high-drug bod-
ies in laboratory gas and fluid dynamics experiments (Aref, 2006).

In this paper we would like to describe the results of laboratory investiga-
tion of the shelf eddies periodic formation behind the capes in the presence
of the alongshore current.

7
=

Fig. 1. Scheme of the laboratory set-up (a) side view: (1) rotating platform;

(2) circular organic glass tank with homogeneous or two-layered liquid; (3) stick

with the manganese crystals; (4) cape; (5) video camera. (b) top view: (1) posi-

tion of the stick end with the manganese crystals; (2) cape; (3) alongshore flow
direction.

b

332



Laboratory study of sub-mesoscale eddy formation mechanisms

2. Experimental set-up

The experimental runs were performed in the cylindrical tank positioned
in the center of the rotating platform (Fig. 1a). The tank was filled with ho-
mogeneous fluid to the depth of about 5 cm. The cape with a maximal width
of about D=5 cm was mounted to the entire wall of tank (Figs. 1a, 1b). At the
beginning of the experimental run the fluid in the tank was at the state of
solid body rotation. The flow oncoming the cape was generated by abrupt
deceleration of the platform angular velocity from the value Q, to (2, (,<(Q)).
As a result the cyclonic alongshore current with velocity scale V| =(Q,-Q)R,,
where R, is the radios of the tank was formed. Due to the bottom friction this
current was decelerating with time. However it was lasting long enough to
observe the periodic formation of several eddies behind the cape. A wooden
stick with manganese crystals glued to its end was fastened to wall of tank for
visualization of current. The end of the stick was located to the upstream of
the cape. It was immersed into the fluid just a moment before the decelerat-
ing of the platform so the alongshore current was marked by the colored trace
(Fig. 2). The process of eddy formation and displacement was recorded from
above by video camera mounted at the rotating platform.

3. Results of the experiments

The anticyclonic eddies were generated periodically in the area behind the
cape. After generation, diameter of eddy was growing with time while the
eddy was moving down the stream and toward the central part of the tank.
The new eddy was formed in the same area after the previous one leaved it.
We observed the periodic formation of 3—4 eddies during the time of damp-
ing of the current due to bottom friction (Fig. 2). Six experimental runs were
fulfilled with different () and (), values.

The video data of each experimental run was processed and analyzed. Fol-
lowing dimensional and non-dimensional parameters that characterize the
eddy generation and evolution processes were determined: V'—flow velocity

Fig. 2. The images from

on of experimental runs:
(@) t/T,=1 where t—the
time counted off the mo-
ment of platform rotation
decelerating, T,—period of
platform rotation after the
deceleration; (b) t/T,=5—
appearance the first eddy;
(c) t/T,=6—detachment of
the first eddy; (d) t/T,=9—
appearance the third eddy.
The anticyclonic eddies (A)
are contoured by dotted
line.
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' —maximum flow velocity (just after the de-
celeration of the platform), R—radius of the eddy, V, —orbital velocity of the
eddy, V, —translation velocity of the eddy, /—the distance between the eddy
and the cape, and V@)/V, , R@t)/D, V{)/Df, V ()/Df, V, @)/V(1), V, 1)/ V(1), where
f=2Q,—Coriolis parameter. Time dependence of V/V is shown on Fig. 3.
The laboratory data is presented by solid line with dots (measured values).
The theoretical estimate based on Ekman spin-up regularities are shown by
dotted line.

The dependences of: R/D on V/Df, Vm/Df, V/V, V/Voni/T,are shown in
Figs. 4a—4d correspondingly. The dependence of [ on I//f is shown on Fig. 5a.
It is impossible to get dimensionless frequency detachment of the eddy over
cape Strouhal constant knowing period detachment of the eddy, where V—

near wall upstream the cape, I/,

VN max
1

0,1

0,01 L--—- I [ [ ] ] R O t,lc

Fig. 3. Time dependence of V/V __ . Solid line—laboratory data,
dotted line—theoretic estimate.
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Fig.4. (a) Dependence R/D from V/Df. (b) Dependence V_ /Df from time.
(c) Dependence V, /V from time. (d) Dependence V /V from time.
¢ 7=55T,=59s;,mT7=5s5T,=6.8s; AT=10s,T,=13s;
m 7,=10s, T,=20 s — experiments with homogeneous fluid.
e Natural data, line—trend line.
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I, cm St
307 I 045 T---- i it S
Lo A 04 fgirm
a1 1 S S R
Vo om0 A 0,35 +---- oo bommdooooboo
201 I 03 T--%a--mmmmoos
P A B 0,25 e
e e (A i S 02 dod
ol " Lo 015 | M- &g A U
< A N ot T e e
54 2 [ T B R ! ! ! ! !
* A 0,05 +-----A---o-
0 — 0 (A R |

al 0 02040608 1 1214 16 18Vficm | 0O 01 02 03 04 05 06 VDF

Fig.5. (a) Dependence | from V/f. (b) Dependence of Struhal constant from V /Df.
(c) Dependence V, /V from time. (d) Dependence V, /V from time.
¢ 7=5s5T,=5.95;,mT7=5s,T7,=6.8s; A T=10s,T,=13s;mT,=10s,
T,=20s; A T,=5s, T,=5.4 s— experiments with homogeneous fluid.
e Natural data, line—trend line.

velocity of current in the channel of incident flow, 7—period of eddy gen-
eration, detachment of one and capture flow capture. The values Strouhal
number, St=D/ VT on V/Df shown on Fig. bb. This graph include also the
point from natural observation of periodic eddies formation at the Black Sea
coastal zone near Gelendzhik. The value of Strouhal number varies from 0.05
to 0.15 in the laboratory experiments. It is counting, that for case of natural
observations (V=40 cm/s; D~8 km; 752 day) S¢=0.1. So the laboratory results
are very consistent with the natural observations fulfilled at the Black Sea
coastal zone near Gelendzhik.
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The horizontal water exchange between coastal zone
and open sea in the East and South-East Baltic

Elena Esiukova

Abstract

Temporal variability of horizontal water exchange between coastal zone and
open sea within the Baltic Sea was investigated using three-dimensional not
hydrostatic hydrodynamic model MIKE3-FlowModel during annual cycle un-
der mean-annual. Horizontal exchange between coastal and off-shore regions
through (curvilinear) cross-sections, put along 30-m and 50-m iso-baths, was
estimated. The volumetric flow-rate values through stated cross-sections for
coastal zones of East and South-East Baltic were researched.

HpCACTaBAeHbI peBy}\hTaTbI MOAC/\I/IpOBaHI/IH AUHAMHKH BOJ Ba/\TI/II‘/)ICKOFO
MopA Ha 6aze TpexMepHOU IrugpojHHAMUYECKOM HErHAPOCTATHYECKOH Moje-
An MIKE3-FlowModel. Ha ocHOBe TpOBe/J€HHBIX YHCACHHBIX DKCIIEPUMEHTOB
AaHa OIEHKA BEAHYHMHBI TOPU30HTAABHOTO YAEABHOTO OOBEMHOTO pacxoa
BO/ 4epe3 KOMIIAEKC BEPTUKAABHBIX ceueHHi o uzobaram 30 u 50 M B npu-
6pexnoii 3oue I0ro-Bocrounoii baaTuku. BeiasAeHa BHYTPUTrogoBas U3MeEH-
YUBOCTDb YAEABHBIX PACXOJ0B B pailoHaX NPpUOPEKHOI0 MEAKOBOALS B BocTou-
noit u I0ro-Bocrounoit barTuke B Teuenue rogoBoro UKAa Npu CpeAHEMHO-
TOAETHHUX BHCIIIHUX YC/\OBI/IHX.

1. Numerical model and the set-up

Three-dimensional not hydrostatic hydrodynamic model MIKE3-Flow-
Model (DHI Water & Environment, http:/www.dhi.dk) was used to inves-

tigate spatial and temporal variability of horizontal water exchange in the

Baltic Sea. The model integrates Reynolds-averaged Navier-Stokes equations
using rectangular grid and accounting for solar radiation (with day/night

variations for the corresponding latitude), turbulent heat exchange with the
atmosphere, wind, bottom friction, the Earth rotation, river inflows and water
exchange with the North Sea. Equations of conservation are used for water
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temperature and salinity; water density is then calculated from temperature,
salinity and pressure via Chen-Millero equations. Turbulence was parameter-
ized via Smagorinsky formulation. “Not hydrostatic” approach is based on the
so-called artificial compressibility technique (http:/www.dhi.dk).

Bathymetry of the Baltic Sea is based on data of www.io-warnemuende.de.
Numerical regular rectangular grid has 152X306 meshes in horizontal
(6x5 km) and 92 layers in vertical (4 m each). Time step of integration was
90 s, what keeps the Currant number close to 1. Overall duration of the simu-
lation was 2 years; data of the second year was analyzed. As initial conditions,
mean-annual salinity and temperature fields 7, S (x,y,z) were taken for the
whole Baltic sea in February in accordance with (Janssen et al., 1999). Open
boundary was placed in the Northern Kattegat, where mean-annual salinity
and temperature profiles, taken from (Janssen et al., 1999), varied monthly.
Water level variations due to tides for the given location were prescribed at
the open boundary. External forcing included solar radiation, turbulent heat
exchange with the atmosphere, wind, rivers and the Earth rotation. The con-
ditions of solar radiation, including day/night variations, are calculated in
the model automatically on the base of latitude/longitude of every particular
place. Mean-monthly values for cloudiness are used, averaged over the Baltic
area. Turbulent heat exchange with the atmosphere is calculated from air-wa-
ter temperature difference and wind speed; evaporation/precipitation and ice
coverage are not included. Air temperature (2 m above sea level) variable over
the sea area follows monthly mean-annual variations (Hydrometeorology and
hydrochemistry... 1992). Cloudiness is taken from mean-monthly data (Hy-
drometeorology and hydrochemistry... 1992). Wind data is the only set taken
from real measurements in Visby (in the central part of the Baltic Sea): once
a day, for the year 2007 (http:/rp5.ru). The whole Baltic Sea river runoff is
distributed between 21 individual rivers and varies monthly (which preserves
mean-annual volume and seasonal variations within the particular basins)
(Hydrometeorology and hydrochemistry... 1992, Sea and Coast, 1992).

2. The components of horizontal exchange through
the cross-section in the coastal zone in the East
and South-East Baltic

Coastal shallow waters in the East and South-East Baltic (by the shore of
Latvia, Lithuania, Russia, Poland) have two zones (according to (Janssen et al.,
1999)): the underwater bank vault with depths up to 20 m, and the shallow
waters outside it. The coastal shallow water from depths 50 m glides to gen-
tle slopes of the depressions with down gradient less 1°. The shallow water
topography is evened, also there are the hills and ridges (10-15 m above bot-
tom). The heights of the coastal shallow water constitute the banks (Klaipeda,
Vinkov, Mihailov, Sarychev and so on).

The curves shown on Fig. 1 are the cross-sections, put along 30-m and
50-m isobaths. Horizontal exchange between coastal and off-shore regions
through the (curvilinear) cross-sections was calculated for four Baltic coun-
tries. The isobath 30 m is represented by thin line, the isobath 50 m—by thick
line. The components of horizontal exchange through the cross-section in the
coastal zone are as follows: Q,—flow-rate towards the shore; Q) —flow-rate
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Fig. 1. The South-East Baltic. The isobaths
in the coastal zone of Latvia, Lithuania, Russia
and Poland.

Russia

= isobath 50m
=" Poland T isobath30m

off-shore; the value Q=0Q ,-Q_represents a flow-rate along the shore (Fig. 2).
The Q [km?/year] is the volumetric flow-rate, normal to the cross-section; Q/L
[m?/s/m]—specific volumetric flow-rate.

3. Analysis of the results of the simulation

The analysis of the results of the simulation showed the following mag-
nitudes.

The mean-annual volumetric fluxes through large-scale cross-sections, put
along 30-m isobath along the shores of Latvia, Lithuania and Russia, have an
order of ~150 km®/year in the direction off-shore (Q_, Fig. 2), but by the shore
of Poland they are as big as total river runoff into the sea ~450 km?year.
The same situation is in the on-shore direction (Q,, Fig. 2). The mean-annual
volumetric fluxes through large-scale cross-sections, put along 50-m isobath
along the shores of Poland and Latvia, are 1.5-1.7 times as big as total an-
nual river runoff into the sea in the direction off-shore, but that along the
Lithuanian and Russian shores is 1.4 times less than total river runoff into the
sea. The value Q=Q -Q represents a volumetric flow-rate along the shore
(Fig. 2).

The most intense horizontal volumetric flow-rate along the shore for large-
scale cross-sections (Q=Q.—Q ), put along 30-m isobath, is observed by the
shore of Latvia. It amounts to 5 percent of mean annual river runoff into
the sea. The most intense horizontal volumetric flow-rate along the shore for
large-scale cross-sections, put along 50-m isobath, is found by the shore of Rus-
sia and Lithuania. They amount to 10 and 20 percent of total river runoff into
the sea, correspondingly (Table). This exchange is suggested to be the result
of intense water circulation in the shelf area. Most probable cause of pow-
erful alongshore transport is wind, i.e. the main regime-generative factor.
The dominant wind direction in the course of year is W and SW.

coast

Fig. 2. The components of horizontal exchange
through the cross-section in the coastal zone:
Q,—flow-rate towards the shore; Q —flow-rate
off-shore; the value Q=Q,-Q_ represents the
volumetric flow-rate along the shore.

-cross=section
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Table
The volumetric and specific volumetric flow-rate (the components of horizontal
exchange) through cross-sections, put along 30-m and 50-m isobaths.

volumetric flow-rate, 30-m isobath
coastal zone Q, Q.. Q=Q.,-Q,
km?/year km?/year km?/year
Poland 452 461 9
Russia (Kaliningrad) 143 140 -3
Lithunia 170 156 -14
Latvia 148 171 23
specific volumetric flow-rate, 30-m isobath
coastal zone QJ/L, Q,/L, Q/L=Q /L-Q /L,
m?/s/m m?/s/m m?/s/m
Poland 0.0353 0.0360 0.0007
Russia (Kaliningrad) 0.0362 0.0355 -0.0006
Lithunia 0.0809 0.0743 -0.0066
Latvia 0.0234 0.0270 0.0036
volumetric flow-rate, 50-m isobath
coastal zone Q, Q.. Q=Q.,-Q,
km?/year km?/year km?/year
Poland 683 597 -86
Russia (Kaliningrad) 258 753 495
Lithunia 327 432 105
Latvia 765 170 -595
specific volumetric flow-rate, 50-m isobath
coastal zone QJ/L, Q/L, Q/L=Q /L-Q /L,
m?®/s/m m®/s/m m?®/s/m
Poland 0.0559 0.0488 -0.0070
Russia (Kaliningrad) 0.0612 0.1785 0.1173
Lithunia 0.0844 0.1116 0.0272
Latvia 0.1102 0.0245 -0.0857

The specific volumetric flows for coastal zones of East and South-East Baltic
were analyzed in more detail. Seasonal variations of the specific volumetric
flow-rates were obtained. For example, by the shore of Russia horizontal ex-
change between coastal and off-shore regions through the (curvilinear) cross-
sections, put along 30-m and 50-m isobaths, did show an obvious seasonal
behavior, with maxima during spring and autumn transition periods (Fig. 3).
This exchange is suggested to be the result of horizontal convective exchange
currents, arising due to differential coastal heating/cooling.

Total specific volumetric flow-rates along the shore for cross-sections (Q/L=
=Q,/L-Q /L), put along 30-m isobath, are ~500 times as small as the maxi-
mum specific volumetric flow-rate in the Baltic Sea (amounted to 1.4 m?/s/m,
or 46 km?/year/km) (Esiukova, 2009a, 2009b, 2009¢). Specific volumetric
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Fig. 3. Specific volumetric flow-rate for coastal zones of Latvia, Lithuania, Russia
and Poland. Q /L—specific volumetric flow-rate towards the shore, Q_/L—specific
volumetric flow-rate off-shore [m3/s/m].

flow-rates along the shore for cross-sections, put along 50-m isobath, are about
10 percent of the maximum of specific volumetric flow-rate in the Baltic Sea,
with its maximum by the shore of Russia.
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Horizontal water exchange through the borders
between exclusive economic zones of the Baltic
states and sub-basins of the Baltic Sea

Elena Esiukova, Irina Chubarenko, Boris Chubarenko

Abstract

Calculation of volumetric flow-rates through cross-sections between exclusive
economic zones of the Baltic states and sub-basins of the Baltic Sea was per-
formed. Three-dimensional non-hydrostatic hydrodynamic numerical model
MIKE3-FlowModel was used for that. Volumetric flow-rate through the vertical
cross-sections were averaged, so there are described the magnitudes of the hori-
zontal water exchange in the Baltic Sea on the whole, without details. Analysis
of water exchange has revealed, that the magnitudes of the mean annual volu-
metric flux through the borders between exclusive economic zones of the Baltic
states are in the range 0.3-28.3 km*/year/km. Largest variations of the resulting
water transport from season to season (3-5 times) were found in the south-east
part of the Baltic Sea component along the main axis of the sea, and the smallest
ones (1.5-2 times)—in the lagoons, component across the main sea axis. In an
order of magnitude, mean-annual volumetric fluxes through these sections are
several times as big as the total river runoff into the sea. Trans-boundary trans-
port within the Baltic Sea is most extensive in the south-east and central basins.
General cyclonic circulation manifested through the resulting trans-boundary
transport.

B pabore MeTOA0OM YHCAEHHOTO MOJAEAHMPOBAHUA MPOBEJEHBI OIIEHKNU HHTE-
IPAABHBIX 3HAYEHHH nepeHoca BoJ dyepesd rpanunsl M9O3 rocygapcrs B baa-
THHCKOM MOpe. BeANYHHBI Pe3yABTHPYIOMIETO CPEAHEr0J0BOTO YAEABHOTO
TOPU30HTAABHOTO Pacxoja BOJ dYepe3 TpaHuInl Mexay MD3 maxoaarca B
auanasone 0.3-28.3 km’/rog/km. HanboAbline Bapualuy pe3yAbTHPYIOUIETO
mepeHoca BoJ OT ce30Ha K Ce30Hy (B 3—5 pa3) yCTAHOBAEHBI B I0TO-BOCTOIHOM
9acTH BaATHICKOTO MOP:, BJOAD OCHOBHOH OCH MOpPs, 2 HANMEHBIITHE BapHa-
uuu (B 1,5-2 pasa) — B 3aAMBaX M IOIEPEK OCHOBHOH ocu Mops. Tpancrpa-
HUYHBIN nlepeHoc B baatuke (yepes rpanunsl M93) no ob6bemam cpaBHUM u
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IPEBOCXOAUT CPEAHEr040BOH pevunoii ctok B baaTuky. Ilepenoc Bog B baa-
THICKOM Mope Han6oAee HHTEHCHBHO IMPOHCXOJHT B IOTO-BOCTOYHON H IJ€H-
TPaAbHOH YacTAX BaaTuku. B pesyAbTUpYIONIEM TPAaHCIPAHMYHOM II€pEHOCe
BO/ B 9THX paliOHaX IPOCAEKHUBAETCA 061IIee ITHKAOHHYECKOe HaITpaBACHHE.,

1. Introduction

Aims of this investigation are to evaluate by numerical modelling the quan-
titative characteristics of values and direction of water exchange through the
boundaries within sub-basins of the Baltic Sea and the borders between exclu-
sive economic zones of the Baltic states; to determine the most active transit
zones in the Baltic Sea; to estimate integral horizontal water exchange be-
tween these zones.

2. Numerical model

Three-dimensional non-hydrostatic hydrodynamic numerical model MIKE3-
FlowModel (DHI Water & Environment, http:/www.dhi.dk) was used for that.
Bathymetry field was taken from http://www.io-warnemuende.de (Baltic Sea
Research Institute, Warnemiinde, Germany). Rectangular grid of dimensions
of 152x306 cells has a resolution of 5 km in horizontal and 92 levels (4 m each)
in vertical. Open boundary is in the North Kattegat. Time step of integration
was 90 s, what kept the Courant number close to 1. More detailed informa-
tion about the numerical model and the set-up see in (Esiukova, 2009a, 2009b,
Esiukova & Chubarenko B., 2009, Esiukova & Chubarenko 1., 2009).

3. Results

Analysis of volumetric flow-rates through the vertical cross-sections was
carried out. Time series (with time step of 90 s during the whole year) of volu-
metric flow-rate through the set of vertical cross-sections all over the sea was
analyzed in order to investigate structure, direction and magnitude of hori-
zontal water exchange within the basin. Integral volumetric flow-rate QQ (m?/s)
through the set of vertical cross-sections (normally to them), put along the
borders between exclusive economic zones (EEZ) of the Baltic states and sub-
basins of the Baltic Sea, was calculated. The line of the EEZ cut the border
between sub-basins of the Baltic Sea at the point, which divide the border and
line into parts, i.e. segments. For one-year period, the values of horizontal wa-
ter exchange through the segments were also calculated (Figs. 1-5).

In an order of magnitude, mean-annual volumetric fluxes through these
EEZ (large-scale sections) are similar in quantity and several times as big as
the total river runoff into the sea (~450 km?¥Yyear). For example, mean an-
nual integral volumetric flow-rate QQ across the border from Polish to Rus-
sian (Kaliningrad region) economic zone is about 1,900 km?year, from Rus-
sian (Kaliningrad region) to Polish economic zone—about 300 km?®/year;
from Russian (Kaliningrad region) to Lithuania economic zone—about
1,700 km?*year; from Lithuania to Russia economic zone—about 200 km*/year
(Fig. 5).

342



Horizontal water exchange through the borders

LAY

Fig. 1. Mean annual integral volumetric flow-  Fig. 2. Mean annual integral volumetric flow-

rates (Q km3/year) between exclusive eco-  rates (Q km3/year) between exclusive eco-

nomic zones (EEZ) and sub-basins in the nomic zones (EEZ) and sub-basins in the Gulf
Bothnian Sea. of Finland.

Fig. 3. Mean annual integral volumetric flow-  Fig. 4. Mean annual integral volumetric flow-

rates (Q km3/year) between exclusive eco- rates (Q km3/year) between exclusive eco-

nomic zones (EEZ) and sub-basins in the nomic zones (EEZ) and sub-basins in the Gulf
northern part of the Baltic Proper. of Riga.

v

Fig. 5. Mean annual integral volumetric flow-rates (Q km3/year) between
exclusive economic zones (EEZ) in the South, South-East and Central parts
of the Baltic Proper.

Directions of prevalent water transit are observed in particular regions of
the Baltic Sea. For example, there is a mean annual volumetric flux from
Polish to Russian (Kaliningrad region) economic zone, from Russian (Kalin-
ingrad region) to Lithuanian economic zone, from Lithuanian to Latvian eco-
nomic zone and so on (Fig. 6). The most intense mean annual volumetric flux
is formed across the border between Polish and Russian (Kaliningrad region)
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economic zones—about 1,600 km?/year. The Kaliningrad region economic
zone is the most active transit zone in the Baltic Sea.

Thus, there is active horizontal water exchange between the regions of the
South-East and Central Baltic. It is able to transport also pollutants and any
local contaminant will extend rather quickly.

Analysis of volumetric flow-rates through the segments of the borders be-
tween exclusive economic zones (EEZ) in different sub-basins (Bothnian Sea,
Gulf of Finland, Gulf of Riga, Baltic Proper) has revealed, that the volumetric
flow-rates through the segments for the Baltic Proper are several times larger
then that for the gulfs. Since the segments of the borders have different length,
so specific volumetric flows (Q/L, km?year/km) are to be compared. This way,
the specific volumetric flows through the segments of the borders between ex-
clusive economic zones (EEZ) in the Bothnian Sea are 1.0-1.2 km?*year/km,
in the Gulf of Finland—0.7-0.9 km?*year/km, in the Gulf of Riga—0.3-
0.4 km?*year/km. There are ten times smaller than the specific volumetric
flows of the Baltic Proper (5-12 km®/year/km). This estimate is in good agree-
ment with the results of zoning of the Baltic Sea by intensity of the specific
volumetric flow-rate (Esiukova, 2009a). The biggest resulting mean annual
specific volumetric flow-rates through the borders between EEZ are in the
South-East and Central Baltic (from 4 to 28 km*/year/km), the smallest ones—
in the gulfs of the Baltic Sea (0.3-1.2 km?/year/km) and in the South Baltic
(from 2 to 4 km*/year/km). There is the general cyclonic direction of the re-
sulting trans-boundary water transport in the Baltic Proper (Fig. 6).

Specific volumetric flows were analyzed in more detail. Analysis of seasonal
variability of volumetric flow-rates through the borders between exclusive eco-
nomic zones (EEZ) was carried out. Note, that the resulting trans-boundary
water transport in the Baltic Proper is remains almost constant throughout
a year.

Seasonal variations of the resulting water transport through the borders
between exclusive economic zones (EEZ) are evident in all areas. The big-

=

Q=Q1-02
1436

ceveHe

Fig. 6. The resulting mean annual integral volumetric flow-rates
(Q km3/year) between exclusive economic zones (EEZ) and sub-basins.
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gest variations (3-5 times) of the resulting water exchange are observed (i) in
the South-East Baltic in seasonal time scale and (ii) in the direction along
the main sea axis; the smallest seasonal variations are (i) in the gulfs and
(i1) across the main sea axis. Intensive horizontal exchange is observed in
autumn-winter period: from Lithuanian EEZ to Swedish EEZ, from Polish
EEZ to Russian EEZ, from Russian EEZ to Lithuanian EEZ, from the Lithua-
nian EEZ to Latvian EEZ (from 17 to 50 km?*year/km). In gulfs the biggest
specific volumetric flows are 2 km*/year/km in March and seasonal prevalent
water transit is absented.

The analysis has revealed that the horizontal water exchange in the Baltic
Sea and the resulting trans-boundary water transport through the borders
between exclusive economic zones (EEZ) is much more intense than that driv-
en by river inflows. Horizontal water exchange is most active in the South-
East and Central Baltic. There is general cyclonic circulation in the resulting
trans-boundary water transport in the Baltic Sea.

Volumetric flow-rate through the vertical cross-sections were averaged, so
there are described the magnitudes of the horizontal water exchange in the
Baltic Sea on the whole, without details. The main conclusion is that general
annual horizontal water exchange within the Baltic Sea is much more intense
than that driven by river inflows and exchange with the ocean, and is signifi-
cantly influenced by local wind and convective processes.
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Geostrophic currents in the Drake Passage
based on the hydrological section in January 2010

Dimitry Fedorov

Abstract

In January 2010, during the scientific expedition of P.P. Shirshov Institute of
Oceanology, the hydrological section has been taken across the Drake Passage
east to the Hero F.Z. At 54 stations measurements of CTD parameters and cur-
rent vectors by the immersion Acoustic Doppler Current Profiler (LADCP) and
shipboard SADCP down to the sea bottom were performed.

B aumpape 2010 r. B pamMKkax ouepesHON sKcneguiuu MHCTUTYTa OKEAHOAO-
run uM. I1.T1. Iluprrosa 6BIA BHIIOAHEH I'H/APOAOTHYECKHIT pa3pe3 MPOAUBA
/lpeiika K BOCTOKy oT XxpebTa B pasaome Xupo. M3MepeHus npoBOoJHAKCH HA
54 crannuAx, Ha Kax /ol nposogurock CTD-30H upoBaHIe OKeaHa 40 AHA
U U3MEPEHHA CKOPOCTH TEYCHHA IOTPYKAEMBIM AKYCTHYECKHM ITPOdUAOrpa-
¢om reuennii (LADCP) u cygoreim ADCP (SADCP).

1. Introduction

Southern Ocean is the major component of the climate system of our plan-
et. It connects three other oceans and influences characteristics of the global
abyssal water masses. The Drake Passage is one of the places where single
section represent currents of the whole region, and repeat observations in
the Passage are very important to estimate the average annual transport and
deviations. Because of the Drake Passage’s high winds (up to 40 mps—world
strongest storms) and depths (up to 4,700 m) the geostrophic model can be
precisely applied to it and net transport can be calculated in 10-20 percent
(Cunningham & Alderson, 2003).

P.P. Shirshov Institute of Oceanology provides many research programs,
linked to the Drake Passage. This paper represents one of them—an investi-
gation of the Drake Passage’ currents based on the section, made by R/V Ac-
ademic Ioffe in January 2010. The transport and structure of currents are
reported and some critical steps for data processing and interpretation are
described.
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2. Data

In January 2010 an expedition to Drake Passage has been taken place by
P.P. Shirshov Institute of Oceanology onboard R/V Academic loffe. During this
cruise, a cross-section has been carried out consisted of 54 full depth CTD
stations with SADCP and LADCP measurements. The first southern station
has been fulfilled on 2010/02/01 at the point of 62.9° S, 62.6° W. The last
northern one has been fulfilled on 2010/10/01 at the point of 56.4°S, 67.0°W.
The section has 815 km length with two heavy bendings (at Nos. 10, 45) and
distances between stations from 4.1 to 20.2 km. The net area of the section is
2,772 km?. As specials its worth to note that stations No. 30-45 are taken in
the abnormal still weather, and stations No. 36—44 has been caught a vortex
clearly visible on height anomalies map (Fig. 8).

In addition the data has been taken from daily MSLA (Maps of Sea Level
Anomalies & geostrophic velocity anomalies) and ADT (Absolute Dynamic
Topography) on http://www.aviso.oceanobs.com to defend interpretations
(both sea levels and anomalies).

3. Transport

Geostrophic model is supposed to be highly applicable to the Drake Pas-
sage’s circumstances: high zonal winds and great depth. It is well known that
geostrophic current originates from the balance between pressure and Corio-
lis forces. In return pressure is controlled by the sea level tilt (Zubov & Ma-
maev, 1956).

pifu==/ . (M)

where the Coriolis factor is f=2-w-sin(y), ¥ is latitude, <0 in the Southern
Hemisphere, ©#=7.29-10-%s" is the Earth angular velocity, so /<0 too.

For every known velocity value u,, on the H bottom level, any upper velocity
u, can be easily derived from

9
u,=u, +—— | ——-dz, 2)

where p  is mean density of the water, g is gravitation constant and u,, is col-
linear to the O .

The equation above is applied to convert the density field into the relative
velocity one. The barotropic component u,, is determined from the ADCP
data by fitting baroclinic profiles to the ADCP ones:

1 0
uHZF:!; (uAD(JI’_(uZ_uH».dZ’ (3 )

where (u,—u,) is baroclinic velocity component depending of z.
The transport calculation now resolves itself into simple double integral

Q=(futy2-dy-az )
S
where S is net area of the section.
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Several difference schematics have been used during the calculations.
The horizontal derivations have been realized through the second-order and
the third-order geometry. The first one gives the result for midpoint between
stations, the last one—to the points themselves. The advantages and losses of
them are discussed in the next chapter.

The vertical integration results from only a simple second-order schema,
because of the tiny pressure step (1/4700=2-10-%).

Before the calculations temperature and salinity z-profiles have been
smoothed with a Tukey filter. The filter has empirically chosen bases and
eliminates the obvious substructure noises.

Table 1
Transport, Sv Root mean
velocity, cmps

Net LADCP 165 11.7
Dynamic determined baroclinic velocity

through the 2nd-order scheme + LADCP

derived barotropic velocity. 164 11.1

Same, but 3rd-order scheme. 164 11.5

The resulted velocity fields are proposed in Figs. 1-3.

Shelf water transport processing is also a non-trivial question and is beyond
the scope of this paper. There is only an expectation of the shelf water trans-
port value within assigned 20 percent (Cunningham & Alderson, 2003).

300 400

Distance, km
T T T T T T

62 61 60 59 58 57
°s

T T T T T
63 64 85 68 67

W
Fig. 1. Net ADCP velocity field (cmps) over the section across the Drake Passage
on January 2-10, 2010. SAAC, NSPC, SSPC and SAnC denote the Subantarctic,
two components of the South Polar and the South Antarctic currents. The loca-
tion and numbers of the CTD stations are shown at the top.
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Fig. 2. Geostrophic velocity field (cm/s) over the section across the Drake Pas-

sage on January 2-10, 2010. Processed with the 2nd order schema. SAAC,

NSPC, SSPC and SAnC denote the Sub-Antarctic, two components of the South

Polar and the South Antarctic currents. The location and numbers of the CTD
stations are shown at the top.
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Fig. 3. Geostrophic velocity field (cmps) over the section across the Drake Pas-

sage on January 2-10, 2010. Processed with the 3nd order schema. SAAC,

NSPC, SSPC and SAnC denote the Subantarctic, two components of the South

Polar and the South Antarctic currents. The location and numbers of the CTD
stations are shown at the top.
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4. Interpretation

Fig. 1 shows the smoothed net LADCP velocity fields. The ocean surface
velocity extrema provide support for the geostrophic current model drawing,
at least for the near top levels. Four currents can be separated out there for
sure the Sub-Antarctic current (SAAC), two components of the South Polar
current (NSPC and SSPC), and the South Antarctic current (SanC). Near bot-
tom there are some countercurrents revealing the bottom-raised maximums.
This fact must be explained by recent wind variations and highly dissected
bottom relief.

Figs. 2 and 3 present velocity fields calculated with difference schematics.
The main point must being noticed is their similarity. This similarity is very
important for different schematics. It confirms the validity of station spacing
as well as provides the more accurate result. Maximum discrepancies for dif-
ferent schematics are seen near the bending points (Nos. 10, 45), this results
from the normal pointing errors in the third-order schema. According to
expectation, the second-order schematic provides more detailed results.

The major LADCP errors grow out various external influences (wind, at-
mosphere pressure, internal waves and etc.). Figs. 4 and 5 show two vivid
applications of equation (3). Anyway, the baroclinic component is more exact
than the barotropic one (Fig. 6 illustrates the barotropic component differ-
ences). The vortex, for example (Fig. 8), adds a contribution to the barotropic
component mostly. A crude estimate of the transport error may be recognized

Velocity, mps
008 [RF] 016 02 €2

500 ——

Depth, m

00— 2500 ——

Fig. 4. Vertical distributions of the veloc-
ity component (m/s) normal to the sec-
tion at the station No. 35 (see Figs. 1-3)
based on LADCP data (thin line), depth
smoothed LADCP data (medium line),
and pre-calculated baroclinic geostro-
phic currents (one of thick ones). East-
erly is positive.

350

Fig. 5. Vertical distributions of the veloc-
ity component (m/s) normal to the sec-
tion at the station No. 49 (see Figs. 1-3)
based on LADCP data (thin line), depth
smoothed LADCP data (medium line),
and pre-calculated baroclinic geostro-
phic currents (one of thick ones). East-
erly is positive.
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165-134
as SOZQ%”Z sz %. It is matched the previous estimates in a very

clear manner.

The satellite measured sea level heights present not very good values for
ocean surface velocities. It is because of the great data points spacing (0.3°)
and the geoid shape ambiguity. But there is the way the ADT can be really use-
ful with identifying ocean surface currents and confirmation the results. The
ADT map is shown on the Fig. 7. The countercurrent at stations Nos. 15-16

06 1

05

o 50 100 150 200 250 300

350 400
Distance,

450 500 550 GO0 650 TOO 7SO BOO
km

Fig. 6. Ocean surface velocity horizons (mps) derived from the sea level tilt (Ill),
LADCP measurements (ll) and resulted geostrophic velocity field (I). Easterly is
on top.

Fig. 7. Dynamic ocean surface level (cm) in the
Drake Passage on January 2-10, 2010, on the
basis of satellite observations.
(http:;//www.aviso.oceanobs.com/ NRT MADT
product). SAAC, NSPC, SSPC and SAnC denote
the Sub-Antarctic, two components of the
South Polar and the South Antarctic currents.
The stations are completely indicated.

64 62
w

Fig. 8. Sea level anomalies (cm) in the Drake
Passage on January 2-10, 2010, on the basis
of satellite observations
(http://www.aviso.oceanobs.com/ NRT MSLA
product). SAAC, NSPC, SSPC and SAnC de-
note the Subantarctic, two components of the
South Polar and the South Antarctic currents.
The stations are completely indicated. The vor-
tex depth is showed (cm).
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now is considered to be the cyclonic meander for certain. An isoline closing
should be analyzed as current velocity (Gladyshev et al., 2008) and fits the
processed fields strongly (Figs. 1-3).

5. Summary and conclusions

In January 2010 the transport of the Drake Passage was 164 Sv, and there
is a considerable difference from early calculated one (Gladyshev et al., 2008).
This should be explained by great time spacing of sections, whilst a current
evolution goes much faster. Probably, the single one Southern Ocean’ cross-
section is not sufficient as well to predict the transport value alternation.

Baroclinic-barotropic proportion is one of the most considerable results.
This can be used for prediction models providing the net transport value as
well. One way or another, this paper is just a small supplementary part of a
big investigation.

References were not provided by the author.
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Investigations of coastal hydrodynamics features
by combining of SAR and SST satellite data

Evgenia Gurova, A. Ivanov

Abstract

Combining use of quasi-synchronous synthetic aperture radar (SAR) images of
the sea surface and MODIS sea surface temperature (SST) maps for retrieval
information about features of coastal water dynamics and interaction between
coastal zone and open sea is applied for the conditions of the South-East Baltic
Sea. Good correlation between the SST and SAR signatures of coastal upwelling
and river plums in marine coastal waters having different spatial and temporal
scales at low winds and sharp temperature gradients is demonstrated.

O6cy)4a10TCA BO3MOKHOCTH COBMECTHOT'O MCIIOAB30BAHUA KBA3HUCHHXPOH-
HBIX PAJAUOAOKAIIMOHHBIX H306paxenuii (PAM) u kKapT TeMneparypsl MoBepx-
noctu Mopsa (TTIM), BOCCTAaHOBAEHHBIX IO JAHHBLIM CIEKTPOPaJUOMETPOB
MODIS, aAs uccaeg0BaHUA AUHAMHKH HPUOPEKHBIX BOA U BOZOOOMEHA MEK-
Ay npuOpeKHOM 30HO0II U OTKPBITHIM MOpeM B ycaoBusax [Oro-Bocrounoii baa-
tuku. [TokazaHo, 4TO CUrHATYpPBI TPUOPEKHBIX AIIBEAAUHIOB U IIAIOMOB pPed-
HBIX BO/ PA3AHYHBIX IPOCTPAHCTBEHHO-BPEMEHHBIX MacmITaboB, BUAUMBIEC
Ha PAW u B noae TIIM, B ycAoBHAX cAab0Oro BeTpa u GOABIINX IPAJHEHTOB
TEMIIEPATYPHI, XOPOIIO KOPPEAUPYIOT APYT C APYIOM.

Evgenia Gurova, A. Ivanov (<)
P.P. Shirshov Institute of Oceanology RAS, Atlantic Branch, Kaliningrad, Russia
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Application of nautical X-band radar for measurements
of surface currents. Testing. The Black Sea.

Dmitry Ivonin, Viktor Bakhanov, Alexey Ermoshkin,
Viktor Telegin

Abstract

Nautical X-band radar (10 GHz, antenna angular resolution 1.9°) was applied
for measurements of surface near-shore currents at the Black Sea. The algo-
rithm developed by Nieto-Borge for extracting sea-state information from the
signal of no-coherent nautical radars was applied. Testing measurements of cur-
rents were possible for distances up to 4 km off the shore. They showed presence
of a current pattern similar to a sub-mesoscale vortex passing the experimental
field at the time of measurements.

Hasuranuonnsriii pagap CBY aunanasona (10 I'Tn) npumeHen gad u3MepeHus
npubpekHpIX TedeHuit Ha YepHoMm mope. JAs nposegeHus u3aMepeHuii ObIn
PEAAN30BAH AATOPUTM MCIOAB30BAHHMSA CUTHAAA HEKOI€PEHTHOTO paJjapa,
paspaborannnrii Hreto-Bopike (Nieto-Borge). AATOpuTM 1103BOASAET 060UTHCEH
6e3 NCTIIOAB30BAHUSA JOIIIACPOBCKOTO C/BUTa CHI'HAAA Pajapa, CYIjeCTBEHHO-
ro AAfl KOTEPEHTHBIX CUCTEeM. IIpHMEHEHHBIH AATOPHTM IIO3BOAAET OlpeJe-
AATh TEYEHHA B 30HE 40 b KM oT Gepera. [IpoBeseHHbIE TECTOBbIE H3MEPEHHA
MOKA3aAd B paifoHe H3MEPEeHU i HAANYHE HEKOTOPOU CTPYKTYpPhI T€ICHHA 10~
X0Kei Ha cy6-Me3oMacmTabHBIN BUXPB, HAYIIHIT BAOAB Gepera.

1. Introduction

Nautical no-coherent X-band radars (10 GHz) were getting started for the
measurements of the sea state and the surface currents in the 90-th of the
last century. On their base the commercial radar system WaMos II was de-

Dmitry Ivonin (<)

P.P. Shirshov Institute of Oceanology RAS, Moscow, Russia
e-mail: ivonin@deom.chph.ras.ru

Viktor Bakhanov, Alexey Ermoshkin (2<)
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veloped (Hessner et al., 2003, Nieto-Borge et al. 1999, 2006, Reichert et al.,
1999, Vogelzang et al., 2000). WaMos 11 developers announced possibility to
measure the directed spectrum of the sea waves and the surface currents on
the base 2 min data accumulation. The minimal radar requirements for wa-
ve analysis purposes are (Reichert et al., 1999): (1) a minimum antenna rota-
tion speed of 24 rpm (antenna rotation time <2.5 s); (2) a maximum radar
pulse length of 80 ns; (3) a minimum antenna length of 2.44 m. The system
operating ranges are between 0.1 to 5 km, depending on the wind speed and
the installation height. The minimum wind speed required for measurements
is 3 m/s.

The significant wave height measurements by WaMos 11 were tested success-
fully many times by the buoy and other independent systems (Hessner et al.,
2003, Nieto-Borge et al., 1999, 2006, Reichert et al., 1999, Vogelzang et al.,
2000). Sometimes, the surface currents were also measured, mainly when sig-
nificant tides with current velocities of 3 m/s were observed (Vogelzang et al.,
2000). It is worth noting that practically all cited measurements were done at
near range from the radar (500-850 m). The only measurement for larger
distance (2.7 km) is cited in (Hessner et al., 2003). As to surface currents,
the vector velocity fields reconstructed by these systems are unknown by
the time.

This work is deduced to testing: 1) the possibilities of the similar nautical
radar but with an antenna which has the length 1.2 m (twice less that recom-
mended in (Hessner et al., 2003, Nieto-Borge et al., 1999, 2006; Reichert et al.,
1999, Vogelzang et al., 2000)) and, respectively, the angular resolution 1.9°
instead of required 0.9°% 2) possibility to measure the radial component field
of the surface current velocity; 3) possibility to measure the vector field (am-
plitude and direction) of the surface current velocity; 4) study of dependence
of such measurements on the aperture of the radar antenna, the distance and
the wind conditions (speed and direction).

2. Method

The experiments were carried at the Black Sea, near Gelendzhik (44.576° N,
37.977° E) out in 2006-08 years. The radar FURUNO 1832 with the antenna
of the angular resolution 1.9° was used. The radar operated frequency was
9.41 GHz, the pulse length 80 ns (that corresponds to the distance resolution
of 12 m). Radar video signal was sampled at frequency 25 MHz (which cor-
responds to the distance resolution of 6 m) and recorded up to a distance of
6 km. In average, 574 directions were saved for each antenna turn (that cor-
responds to the formal angle resolution of 0.63°).

The method developed by Nieto-Borge and others (Nieto-Borge et al.,
1999, 2006, Reichert et al., 1999, Vogelzang et al., 2000) for measurements
of sea wave heights and surface currents was used. The method is based on
the assumption that the Bragg backscattering from the gravitational-capillary
ripple contributes mainly to the signal. The ripple is modulated by the motion
of the longer waves so the latter results in displaying the wave pattern on the
radar screen. The method has the following steps:

(1) acquiring a set of radar images for 32 antenna turns (2 min data accumu-
lation);

355



D. Ivonin, V. Bakhanov, A. Ermoshkin, V. Telegin

(2) distinguishing an interesting area of 128 points in radial distance and
32 points on the angle (this corresponds to the area 770x1,050 m? at distance
3 km from the radar) and converting this data from the polar coordinates to
the Cartesian ones;
(3) 3-d Fourier transform F,(ky, ky, w) of the data array of the size (128,
32, 32);
(4) transformation of 3-d Fourier spectrum F,(ky, ky, w) into the two dimen-
sional wave number/frequency spectrum F,(|k|,);
(5) suppressing of the speckle-noise (Hessner et al., 2003) and filtering the
signal corresponding to the gravitational sea waves;
(6) determination of the velocity of surface currents.

The signal corresponding to the gravitational sea waves obeys the disper-
sion relation for these waves

w=V\gk+kUcosa, (1)

here g=9.8 m/s? is the gravitational acceleration, U is the current velocity, « is
the angle between the sea wave and the current. The second term reflects the
result of the sea waves interaction with the current. It is possible to estimate
the radial component Ucosa of the current by evaluating the value of this fre-
quency shift from the base value \);-kr In case when a wide-angle sea wave
spectrum is observed it is possible to reconstruct not only the radial compo-
nent but the velocity U and the current direction ¢ themselves. The shift value
was estimated by minimizing the integral /(U,e) over the filtered part of the
two dimensional frequency-wave number spectrum F,(|k| z)

k,=0.13 rad/m;  k,=0.27 rad/m

r w,=Vgk +kUcosa—2nAf
I(U,a) =J‘ fFQ(k, w)dkdw, where )
koo w,=Vgk +kUcosa+2nAf
Af=0.15 I'y
3. Results

The data for the following wind conditions was processed: (1) the south-
west wind 6 m/s (09/14/2008), (2) the south-west wind 3 m/s (09/12/2008),
(3) the west wind 6 m/s (09/11/2008), (4) the north wind (wind from the shore)
10 m/s (07/03/2006). The radar zero direction was oriented to the south (168°).
The north wind happened to be inapplicable for current measurement be-
cause the wind could not drive waves sufficient for distinguished backscatter
signal up to the distance of 4 km from the shore. The results obtained for
situations when the wind was blowing from the sea to the shore (Septem-
ber 12 and 14, 2008) are presented below.

First, we examined the 3d spectra F,(k , ky, ). The spatial spectra F,(k, k)
at distances of 1 km and 4 km at fixed frequencies » are shown on Fig. 1. It is
seen that a rather angle-widen sea wave spectrum about 60° is observed at the
distance of 1 km. Meanwhile, a rather narrow angle sea wave spectrum about
15° of waves travelling almost exactly from the radar zero direction is seen at
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the distance of 4 km. It is seen that the range of k£ the spanwise wave numbers
to the radar beam, narrows four times while the distance increases from 1 to
4 km. So the observation of the waves coming from other directions than the
zero radar direction becomes almost impossible. It is unlikely that at distances
from 1 to 4 km from the shore the sea wave spectrum changes significantly.
So the difference can be explained mainly by the worse spatial resolution
at large distances at directions perpendicular to the beam. In the region of
small wave numbers (Fig. 1) the signal caused by other backscatter mechanism
different from the Bragg one (modulations by wave tilts, shadowing effects,
signal attenuation with distance) is also seen. These parts of the signal were
characterized as a speckle-noise in work (Hessner et al., 2003).

The two dimensional wave number/frequency spectra F,(|k|,») (for corre-
sponding distances of 1 and 4 km) are shown on Fig. 2. There are pronounced
peaks at wave numbers 0.13-0.25 rad/m. These values correspond to sea wave
lengths from 25 to 50 m. There is a distinguished frequency shift of peak
position at Fig. 2a which can be attributed to the current value of 11 cmy/s.
We proceeded the spectra F,(|k|,») for distances from 1 to 5 km with the
step of 1 km and for angles from —20 to 20° with the step 10° and calculated
the radial component of the current. The radial velocity fields reconstructed
for September 12 and 14, 2008 are shown on Figs. 3a, 3b. The velocity on
Fig. 3a varies from —25 to 25 cm/s. On the next Fig. 3b it varies slightly near
30 cm/s.

The behavior of the radial velocity leads to assumption that a cyclonic vor-
tex 4 km in size was near the radar on September 14, 2008 (the suggested
vortex velocities are shown by arrows). Existing of such sub-mesoscale vortices
near the Black Sea shore was proved by Zatsepin (Zatsepin et al., 2010) by
measuring the current velocity from the ship (Fig. 3d). For comparison we
show on Fig. 3c the ERS image of the vortex taken in August 2006.

We also tried to reconstruct the vector velocity field. Nevertheless, it was
possible for distances less than 1 km only. The cause was bad spatial resolu-
tion spanwise the radar beam at larger distances that resulted in a very nar-
row range of spanwise wave numbers k. The antenna angular resolution Ay
makes the spanwise wave number resolution k ==*n/(ApR) at the distance R.
So, for the antenna aperture Ap=1.9° and the distance of 1 km the real reso-
lution is k =0.09 rad/m (i.e. 3 times less than the maximal range at Fig. la).

1~

]
02! 0 D2

Fig. 1. Spatial spectra F3 (kx, ky) at fixed frequencies (September 14, 2008).
(a) distance 1 km, (b) 4 km. The black line marks positions of wave
vectors determined from the dispersion rela
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Fig. 2. September 14, 2008 the wind 6 m/s SW. The filtered spectrum (wave number

|k| / frequency f), f=w/2m. The signal corresponding to the gravitational sea waves

appears in the range from 0.13 to 0.4 rad/m. The dispersion relation (w/o current) shown
by the solid line. The dash line marks the peak position.

The real maximal distance R at which all the range of wave vectors is cov-
ered (i.e. all directions) is

R =n/(A¢kmin) (3)

max

here k . is the minimal wave number necessary for the directed wave spec-
trum observation (by our estimate k  ~0.18 rad/m). For our antenna with
Ap=1.9° the maximal distance is R, =530m (for Ap=0.9°R =1,100 m).

max

4. Conclusions

Nautical X-band radars with antenna angle resolution worse than 0.9° can
register the distinguished signal from the sea waves and measure the surface
currents. The limitation on the minimal speed wind is the same (>3 m/s).
It was possible to reconstruct the field of the radial component of velocity up
to the distance of 4 km for the wind 6 m/s and up to 3 km for the wind 3 m/s
when the wind was blowing from the sea to the radar. It was impossible or
rather difficult to measure the current when the wind was blowing from other
directions (especially, from the shore to the sea).

The worse angle resolution limits the possibility to measure the velocity
vector up to distances of 500 m for the antenna aperture 1.9° (1,000 m for the
aperture 0.9°). We suppose that for situations when the sea waves travel main-
ly perpendicular to the shore these distances can be augmented twice or more.
Respectively, we believe that these limitations have effect when estimating the
directed spectrum of sea waves. It is worth noting that almost all the results
for WaMos II testing were at distances less than 1 km. The estimation of the
antenna aperture necessary for measurements of the directed wave spectrum
and the vector of surface currents up to 5 km is 0.2° (or 10 m length).

The results of velocity measurements on September 14, 2008 demonstrate
the possibility to study the dynamics of the near shore currents and structures
up to 4 km from the shore by means of nautical X-band radars.
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Fig. 3. (a) The radial component of the current velocity (September 14, 2008); (b) Septem-

ber 12, 2008. Arrows mark the behavior of the suggested cyclonic vortex; (c) ERS ima-

ge of the region of interest with similar vortex August 3, 2006 (cited from (Director’s re-

port... 2010), the white rectangle marks the radar coverage zone corresponding to

September 2008; (d) The observation of the sub-mesoscale vortex by ADCP measure-

ments from the ship board (September 28, 2008) (Zatsepin et al., 2010); the black
rectangle marks the radar zone coverage.

problems of oceanology: physics, geology, biology, ecology” (part: “Theory of
monitoring and forecast of the wind driven waves”).
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One of the mechanisms of simulation of viscous
adhesion at the bottom in numerical model
of bottom currents

Alexander Kileso

Abstract

The role of bottom currents in suspended matter transportation is well known
(Shepard, 1969). However, as it turned out (Gritsenko & Yurova, 1997), to set
the current’s velocity at the bottom explicitly to zero is not always correct from
physical standpoint. This work objective is to present one of the mechanisms
of simulating viscous adhesion at the bottom, built using XZ-model upon the
nested grid. Distribution of local velocity and density gradients in along-slope
density currents are analyzed and their role in sedimentation is substantiated.

Xopo1o u3BecTHA POAb IPUAOHHBIX TedeHHil B Tpancropre B3secu (llenapa,
1969). Bmecre ¢ tem, kak okaszarocs (I'punenko, I0posa, 1997), sisoe o6my-
A€HHE CKOPOCTH Ha JgHe He Bcerga gpuandecku KoppekTHO. Lleabio paboTsr
SIBASIETCSI U3AOKEHHE OAHOTO U3 AATOPUTMOB BSI3KOIO IIPUAHMIIAHHS HA JAHE
HPHU HTOMOIIIH JOITOAHHTEABHOW MOJEAH, BCTpanBaeMoii B 6a30Byio XZ-MoJeAb
HA BAOKEHHOH ceTKe. TakiKke BBHIIOAHEH aHAAH3 PACIPEAEACHUN AOKAABHBIX
rpajUEeHTOB CKOPOCTH U IAOTHOCTH AAS BJOABCKAOHOBBIX IIAOTHOCTHBIX T€-
YeHUH M CAEAAHO IPeANoAOKeHHe 06 HX BO3ZMOKHOM POAH B IIpolieccax ce-
AUMEHTAITUH.

1. Introduction

The role of bottom currents in suspended matter transportation is well

known. However, as it turned out (Gritsenko & Yurova, 1997), to set the cur-

rent’s velocity at the bottom explicitly to zero is not always correct from physi-
cal standpoint. This work objective is to present one of the mechanisms of
simulating viscous adhesion at the bottom, built using XZ-model upon the

nested grid.

Alexander Kileso (P<)
Immanuel Kant State University of Russia (IKSUR), Kaliningrad, Russia
e-mail: aleksandr.kileso@gmail.com
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One of the mechanisms of simulation of viscous adhesion at the bottom

2. The model

Preliminary calculations suggest that the algorithm offered in work can be
free from a part of lacks inherent in base model (Gritsenko & Yurova, 1999).
This mechanism of simulation allows, without a significant increase in the size
of the main grid to add to base model a viscous mechanism of generation of
vorticity at the bottom line, which is essential for analyzing the mechanisms
of suspended matter deposition/transportation at the bottom of the ocean.
The initial equation system of the model (Gritsenko & Yurova, 1997) took the
following form

d
o _ g
dt p, 0z T ot

D, Ap, Ap=w, i =D, Ac,
ot

where w—vorticity, y—stream function, g=982 cm/s*, p,—fresh water densi-
ty, p—salt water density, v,=v +cv , D,=(Sc)"'v,—coefficients of turbulent
viscosity and diffusion respective{, Sc=2, V= Re*v,, Re=uh /v, with
t=0-v,,=0; C—water mass tracer of the current. The finite-difference equa-
tions of the model are constructed using the grid 1,501x501 (Ax=Az=0.05).
The values of measureable parameters varied in the following range: Ap,—
from 0.0005 to 0.005 g/cm?, h;—from 1 to 1,000 cm, u,—from 1 to 20 cm/s,
v —from 0.3 to 5.0 cm?/s.

- Additional model that simulate a viscous adhesion at the bottom was made
in two steps. During the first step the boundary layer was calculated for main
current with slip and impermeability boundary conditions at the bottom.
To the model space was added additional layer in which the boundary layer
was calculated by following equations

du du ou, d*u  du I
U—+y—=u —+v,—, —+—=0,
ax ay 0x 9% dx 0y

where u_—velocity at the upper boundary.

Step along Oz axis was reduced in 10 times, step along Ox didn’t change.
Further evolution of bottom current was calculated using boundary layer.

Fig. 1 shows the distribution of the velocity’s horizontal component in the
boundary layer for one of the calculated currents. Fig. 2 presents a typical
distribution of density for normal regime of propagation of bottom current.
Also represented graphs of variability vertical gradient of velocity’s horizontal
component (Fig. 2b) and horizontal gradient of velocity’s vertical component
(Fig. 2c). These parameters form conditions for sedimentation processes at

—————
T T
0 2 a &

Fig. 1. The distribution of the velocity’s horizontal component in the bound-

ary layer for one of the calculated currents. The isoline pass consequently the

values of 0, 3, 6, 9, 12, 15, 18. Parameters of the current: grid 1,501x501,
Ap,=0.0001 g/cm?u =3 cm/s, v, =10"* cm?/s, angle of the slope 7°.
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Fig. 2. The distribution of isoline of density values (a) for one of the calculated currents.

The isoline of density values pass consequently the values of 0.05; 0.15; 0.25; 0.35;

0.45; 0.55; 0.65; 0.75. The distribution of the vertical gradient of velocity’s horizontal

component (b) and horizontal gradient of velocity’s vertical component along the bot-

tom (c). Parameters of the current: grid 1,501x501, Ap,=0.0001 g/cm* u,=3 cm/s,
v, =107 cm?/s, angle of the slope 7°.

the bottom. Assessment of the values of the bottom stress was done using tra-
ditional method Iz,uau/az.

Fig. 3 presents perturbations of the tangential interaction of water flow
with bottom. Graphs shows that the velocity’s gradients along and perpen-
dicular to the bottom at the current’s head has sharp jumps, that can facilitate
the involvement of sedimentary material and its transportation. It’s obvious
that their appearance on the background of the viscous boundary layer can
significantly enhance the impact of bottom current on the upper layer of sedi-
mentary material and lead to local zones of'its erosion.

3. Conclusion

Thus, the analysis of the data array allows to state that such kind of bottom
boundary condition can reproduce peculiarities of sediment re-suspension.
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About features of autumn cooling of coastal waters
in the presence of near-surface currents

Alexandra Korosteleva

Abstract

In work presented the formation of process of cooling coastal waters is studied
with regards to presence of near-surface currents. Results of numerical model-
ing and laboratory experiments are presented.

B pa60Te BBITIOAHEHO HUCCAECAOBAHUE (I)OpMI/IpOBaHI/IH IIponecca BbIXOAAKHUBA-
HUA HpI/I6pC)KHI>IX BO/J IIPpU HAAHMYHH ITPUIIOBEPXHOCTHOTO TE€YCHHU A IIPH I10-
MOINH PACYE€TOB HA YHCACHHOU MOZEAHN U J\a60paTOpHI)IX DKCIIEPHUMEHTOB.
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Analysis of the velocity gradients and suspension
transport in bottom flow at slope

Vladimir Kortishko

Abstract

Numerical modeling of the vortex-wave regime of propagation of the bottom
gravity current was performed. Velocity and pressure gradients were calculated
in order to determine the influence on suspension transport. This regime can
be observed at steep slopes—10-15° and more. Nonlinear two dimensional model
(Gritcenko & Yurova, 1997) was used. Stratification was provided by means of
salinity variations, what is most convenient for comparison with laboratory re-
sults. Density iso-lines at the upper boundary of the flow have wave-like shape.
Distributions of the modulo of the along-slope velocity component and of the lo-
cal Richardson number indicate that bottom shear has a quasi-periodical char-
acter. Analysis of simulated data has demonstrated that large spatial inhomoge-
neities in distribution of the gradients are able to provide favorable conditions
for bottom re-suspension.

/A5t onpeeAeHUsT POAH BOAHO-BHXPEBOIO PEKHMa B IPOIECCAX HEePEeHOCa
BeniecTBa GBIAO TPOBEAEHO KOMITBIOTEPHOE MO/JEAHPOBAHHE U IOCIYUTAHBI
rpagueHTsl CKOPOCTH H JaBAeHUsA. /JaHHBIH peKUM MOKHO HaOAIOZATh HA
ckAOHaxX gHa 6oabmie 10 rpagycos. Mcroab3oarack HeAnHeliHaa 2D mogens
(I'punenxo, IOposa 1997). AAs yz06cTBa cpaBHEHHA ¢ AAaBOPATOPHBIMH JaH-
HBIMU OBIA Bbl6paH COAEHOCTHBIH MeXaHu3M cTparupuranuu. Ha uzorunuax
HAOTHOCTH HAaOAIOZAACHA BOAHOOOPA3HBIN XapaKTep BepXHEH rpaHHIIbI Tede-
nusd. Pacnipegenenuns n3oAuHui MogyAs rpajgueHnTa B4AOALCKAOHOBOI KOoMIIO-
HEHTBI CKOPOCTH TEUYCHUA M AOKAABHOTO YHUCAA PUvapscoHa CBHAETEABCTBYIOT
0 KBA3HIEPHOAUIECKOM XapaKTepe KaCaTeAbHBIX B3aMMOJEHCTBHII ITOTOKA C
AHOM. AHa/\I/IS paC‘{eTHbIX AAHHBIX ITOKA3aA, YTO 3HAYUTEABHBIC HpOCTpaH-
CTBEHHBIE HEOJHOPOJHOCTH B PACHpPEJEACHUAX I'PAJUEHTOB MOTYT CO3/]aBaTh
6AATONPUATHBIE YCAOBHSA JASA PECYCIIEH3UH JOHHBIX 0Ca/JKOB.

Vladimir Kortishko (<)
Immanuel Kant State University of Russia (IKSUR), Kaliningrad, Russia
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Analysis of the velocity gradients and suspension transport

1. Introduction

It is well known fact that bottom gravity currents influence re-suspension
and transportation of bottom sediments (e.g. (Gritsenko & Chubarenko, 2003)).
The work goal was to investigate peculiarity of velocity gradients distribu-
tion and to determine the bottom sediments resuspension conditions for bot-
tom slope density flow propagation in the Wave-Vortex mode. In 2006-07, a
new type of density flow spreading was discovered and described in 10 RAS
experimental oceanology laboratory by A.G. Zatsepin. It was called Wave-
Vortex mode (WVM).

2. The model

In this investigation of bottom slope flow thin structure was made on
the Gritsenko’s XZ-model data base (Gritsenko & Yurova 1997). The anal-
ysis of more than 30 flows data was made. Calculations were made on the
grid with 701*621 meshes. Typical scales of model flows was in the range:
excess density—Ap —from 0.0001 to 0.001 g/cm?’, thickness—h ,—from 1 to
1,000 cm, velocity— u —from 1 to 10 cm/s, effective viscosity v, ,—from 0.3
to 3.0 cm?s; bottom slope angle—a=45°, at start time linear stratification and
non-perturbed fluid was supposed in the model.

3. Results

A Qualitative Classification attempt was made for all the calculated flows.
The WVM was observed just in 18 cases of observed flows. 6 different types
of the WVM were picked out by qualitative sign of density (current-flow line)
contour for different stage of every flow (Figs. 1-6).

(I) Singular WVM (there is just one vortex, the whole flow breaks down qui-
ckly).

(2) Shoaly WVM (vortexes are not greatly more than other part of the tail).
(3) Huge WVM (huge roundish vortexes).

(4) Flat WVM (vortexes are elliptical).

(5) Freely WWM (inceptive vortex is far from head of flow).

(6) quasi-WWM (there are just waves without vortexes).

2 4 3 8 o 12 1 15 18 2 0 5 10 15 20

Fig. 1. Typical view of the first flow type. Fig. 2. Typical view of second flow type.
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Fig. 7. First type flow
velocity profile.

Fig. 8. Second type flow
velocity profile.

Fig. 9. Third type flow
velocity profile.

Fig. 10. Forth type flow
velocity profile.
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Fig. 11. Fifth type flow
velocity profile.

Fig. 12. Sixth type flow
velocity profile.



Analysis of the velocity gradients and suspension transport

The corresponding vertical profiles of along-slope component of the veloc-
ity is presented on Figs. 7-12. Location of the transversal section of them is
shown with red line in Figs. 1-6.

An attempt was made to find the general parameter of start conditions.
But the attempt had not success. Flows with the same initial condition pa-
rameter could be usual in different flow types. There were planed to find a
general start conditions class.

The internal structure analysis has shown gradient activity of flows. There
are some transversal sections of every flow type sketched below.

4. Conclusions

Classification of Wave-Vortex mode flows was made. Parameters, character-
izing internal structure of the flow were obtained. More precise definition of
boundary conditions is planned.
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Features of the Baltic Sea cold intermediate layer
on the base of mean annual data (1952-2005) of IOW

Olga Kozlova

Abstract

Comparative analysis of minimum monthly averaged water temperature at the
surface and inside the cold intermediate layer (CIL) all over the Baltic sea area,
divided in 1X1° squares, was performed using the data base of IOW, published
on CD in the appendix to the book “State and Evolution of the Baltic Sea 1952-
2005” (Feistel et al., 2008). It is shown, what from totally 80 squares 1X1 of water
surface of the sea, in 43 squares (54 percent) the minimum water temperature
within CIL is lower, than the minimum water temperature at the surface at the
given location. This indicates, that waters of the CIL came to the given area
horizontally and are not the remainder of winter-time vertical convection, as it
is commonly believed. The criterion of definition of the CIL upper and lower
boundaries is suggested; it appeared to be convenient for its description and is
useful for understanding of mechanisms of its formation.

B paboTte mpeacTaBAEHBI PE3YABTATLI CPABHUTEABHOTO AHAAM3a MUHHMAAD-
HBIX CpeJHEMEeCAIHBIX TEMIEPATYP BOABI HA TTOBEPXHOCTH M BHYTPU XOAOJ-
HOro npomeKyToanoro caoda (XIIC) baaruiickoro mops 1o Bceit ero akparo-
pUH IO OAHOTPAZYCHBIM KBajpaTaM. AHAAM3UPOBAANCH JaHHBIe MHCTHTYyTA
uccaegosanuit baaruiickoro mopsa (IOW), onybankosanasie Ha CD B mpu-
Aroxkennu K kuure “State and Evolution of the Baltic Sea 1952-2005” (2008).
Oxaszanocs, uro u3 80 kBagparos (1X1) aksatopun baaruiickoro mops B 43
kBajparax (54 %) MUHUMaAbHAS TEMIIEPATypa BoAbl B ipejerax XIIC numxe,
9eM MUHHMaAbHAA TEMIIEPATyPa Ha MOBEPXHOCTH. DTO YKA3BIBAET, UTO BOALI
XTIIC ne ABAAIOTCA OCTATKOM 3UMHEH BEPTUKAABHOH KOHBEKIMH, a PacHpo-
CTpaHAIOTCA ropusoHTaAbHo. Ilpegroxen kputepuii spigerenus XIIC ana
BaaTuiickoro MopsA; 0OH OKasaAcs yA400€H JAS €ro OMHUCAHUA U TTOAE3EH AL
MOHUMAHHU S MEXAHU3MOB €r0 GOPMHPOBAHUS.

Olga Kozlova ()

P.P. Shirshov Institute of Oceanology RAS, Atlantic Branch, Kaliningrad,
Russia

e-mail: olga_may87@mail.ru
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Features of the Baltic Sea cold intermediate layer

1. Introduction

Intermediate layers of a various origin are formed in many large stratified
basins (in the Black sea, the Pacific ocean, Sea of Marmara). Cold intermedi-
ate layer (CIL) in the Baltic sea is a seasonal phenomenon; it can be distinctly
allocated only in warm seasons in deep-water areas of the sea by its abnor-
mally low temperature at depths of 40—-60 m. Due to connection with the
Atlantic ocean, deep waters of the Baltic in the central part of the sea have a
temperature about 7-8 °C throughout the year, whilst surface water is heated
up to 19-22 °C in summer. At the same time, water temperature in intermedi-
ate layers is only 2—4 °C from spring to autumn. Even though the existence
of intermediate layers is quite a typical feature of large stratified reservoirs
at the Earth, the CIL of the Baltic has unique characteristics: no other ba-
sin has a cold intermediate layer, water of which is not only colder than the
coldest water at the surface at the given place (during winter time), but also
has a temperature below the temperature of maximum density (Tmd) (Chu-
barenko & Demchenko, 2008).

2. Methods

Before to start the analysis of concrete characteristics of the CIL, it is nec-
essary to define it accurately. Though visually it is easy to make, the formal
criterion is not developed up to now. With a view of the given research, we
will accept the following formal criterion (Chubarenko et al., 2009): we will
consider as a cold intermediate layer the layer between levels of maximum
negative to maximum positive gradient of a water temperature in vertical,
i.e. between thermocline and anti-thermocline (the term of (Prokopov, 2000)).
Then, according to this criterion, in May 2005 the CIL was located between
horizons of 22.5 and 67.5 m (total thickness 45 m), and in 2006—between
23.5 and 49.5 m (thickness 26 m).
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Fig. 1. Vertical gradients of a water temperature and density in the Gotland ba-

sin in May 2005 and 2006 (data of IOW monitoring reports; courtesy Dr. R. Feis-

tel). The CIL is defined as a layer between levels of maximum negative and
maximum positive gradient of a water temperature in vertical.
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3. Results

Analysis of mean annual data, published on CD-disc with the book “State
and Evolution of the Baltic Sea 1952-2005” (Feistel et al., 2008), has demon-
strated that from about 80 quadrates (1X1) of the Baltic Sea area, in 43 quad-
rates minimum water temperature within the CIL is lower than the lowest
water surface temperature in the course of the year, see Fig. 2. This shows that
the CIL contains waters advected horizontally, and this feature seems to be

typical, usual thing for the Baltic sea.

In order to find spatial correlations, standard T-S analysis was applied,
which showed that the CIL waters might drift from south-western (more sa-
line) rather than from northern areas, since water salinity increases towards
the Danish Straits whilst low temperature is commonly found in winter in

coastal areas allover the Baltic Sea.

The Baltic CIL contains waters, advected from shallow areas; most probab-
ly, they were formed during spring transition of a water temperature in upper
layer across the temperature of the maximum density (Chubarenko & Dem-

chenko, 2008).
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Fig. 2. Mean annual characteristics of
the surface and the CIL waters in 1x1°
quadrants, presented in the format D(T)
M, where D is the depth, T is minimum
water temperature during a year and

M is the month when this minimum
temperature is observed. This way, the
first line in the quadrants shows monthly
mean minimum water surface tem-
perature in the given quadrant (which is
observed typically in February-March)
and the second lime gives the depth,
minimum water temperature and month
of that minimum, characterizing the CIL.
Only those quadrants are shown, where
minimum water surface temperature

is above minimum temperature within
the CIL. Data source: “State and Evolu-
tion of the Baltic Sea, 1952-2005",
Willey&Sons, 2008.



Features of the Baltic Sea cold intermediate layer

Analysis of Fig. 2 shows the following. Minimum water temperature in up-
per layer is well below the temperature of maximum density allover the sea.

Northern part of the Baltic sea. The CIL colder than the surface is well
pronounced. Here, in a coastal parts at the surface the minimum temperature
varies from 0.083 to 2.295 °C and observed (in different quadrants) in March
and January, whereas temperature minimum within the CIL is found in dif-
ferent quadrants at different depths: at the depth of 10 m minimum tempera-
ture is 0.004 °C in March, at 20 m (at another location)—1.445 °C in July, at
30 m—0.033 °C, again in March.

In deep parts, minimum water temperature at the surface varies from 0.035
to 2.668 °C (observed in different quadrants in March and May), at the depth
of 20 m—0.010 °C in January, at 30 m—0.088-0.010 °C, in March and May,
at 40 m—0.007-0.120 °C in April and May.

Central Baltic. In a coastal part value of temperature at the surface varies
from 0.0127 to 3.3250 °C in February and April, and at 40 m—0.080 °C in
April; at 50 m—0.078-2.240 °C in July and May.

In a deep part value of temperature at the surface varies from 0.052-1.604 °C
in April and March, at 20 m—0.322-1.585 °C in March and February, at
30 m—0.197 °C in April, at 40 m—0.0510-0.584 °C in August and April.

Northwest part of the Baltic sea. In a coastal part value of temperature at the
surface varies from 0.064-3.08 °C in February and April, at 10 m—0.058-
3.030 °C in February and April, at 20 m—0.16-2.3 °C in March and August.

Gotland basin. In a coastal part value of minimum temperature at the sur-
tace varies from 0.99 to 2.211 °C in March and July, at 10 m:—0.72-1.490 °C in
March, at 20 m—1.574-2.113 °C in March and July.

In a deep part value of minimum surface temperature varies from 1.604 to
2.211 °C in March and April, at 20 m—1.503-1.936 °C in March.

Southeast part of the Baltic sea. In a coastal part value of temperature at
the surface varies from 2.154 to 2.264 °C in March and February, at 20 m—
2.544 °C in February, at 30 m—2.06 °C in March.

In a deep part value of surface temperature varies from 1.97 to 2.342 °C in
March and February, at 20 m—1.965-2.129 °C in March, at 30 m—1.908-
2.299 °C in March.

Thus, totally over the entire sea area, minimum temperature within the
CIL is observed in the following month: in February (19.5 percent), in March
(42.5 percent), in April (21 percent), in May (6.5 percent), in July (6.5 per-
cent), in August (4 percent). Other months with minimum water temperature
within the CIL lower than the minimum temperature at the surface are never
met. The reason may very well be the shortage of the data (it is necessary to
consider other sources as well).

Table summarizes the values of minimum water temperatures in coastal
and deep parts of the Baltic sea.

4. Summary and conclusions

The accurate and uniform approach to definition of the Baltic sea cold
intermediate layer is suggested. The CIL is considered as the layer between
levels of the maximum negative ad maximum positive gradient of a water
temperature in vertical.
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Table
Coastal Min/Max Month Parts
parts, m T, °C
0 0.127/3.325 | February/April | Central Baltic / Central Baltic
10 0.004/3.030 | March /April Northern part/ Northwest part
20 0.16/2.3 March / April Northwest part / Northwest part
30 0.033/2.06 March / March Northern part / Southeast part
40 0.080 April Central Baltic
50 0.078 /2.24 July / May Central Baltic / Central Baltic
Deep Min/Max T, Month Parts
parts, m °C
0 0.035/2.6680 | March / May Northern part/ Northern part
20 0.01/2.129 | February/March | Northern part/ Southeast part
30 0.088/2.299 | March / March Northern part/ Southeast part
40 0.007/0.584 | April/ April Northern part / Central Baltic

The performed analysis of IOW data published on CD-disc with the book
“State and Evolution of the Baltic Sea 1952-2005” (Feistel et al., 2008) clearly
shows in which months it may be formed.

As follows from mean annual data on water temperature (1952-2002), it is
a typical feature that minimum water temperature within the CIL is below
minimum local water surface temperature. Thus, typically, the CIL contains
waters advected horizontally.
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Short-term water dynamics variability
at the narrow Black Sea shelf

Viacheslav Kremenetskiy, Andrey Korzh,
Alexander Ostrovskiy, Andrey Zatsepin

Abstract

Results of field investigations of water dynamics over the Black Sea shelf are
presented on the base of high-resolution quasi-instant towed ADCP surveys,
conducted in summer time for the period of 2006-09. Sub-mesoscale eddies
formation’s mechanisms and certain features of their evolution are revealed and
discussed.

IIpegcTaBAEHBI PE3YABTATHI HATYPHBIX HCCA€AOBAHUN JHHAMUKHI BOJ HA IIEAb-
¢$e UepHOro MOpPs MO PE3yAbTATAM BBICOKOPA3PEIIAIONIUX KBA3U-MI'HOBEHHBIX
CBEMOK OYKCHPYEMBIM aKYCTHYECKHM /JOMAECPOBCKHM H3MEPHTEAEM CKOPO-
cTeil Te4eHU, BBITTOAHSIBIIUXCS €KEero4HO B TeYeHHEe HECKOABKHX AeT (2006—
2009). BeissBA€HBI HEKOTOPBIE PU3NUECKUE MEXAHU3MBI POPMHUPOBAHUA CyO-
Me30MaCIITAOHBIX BUXPEBBIX CTPYKTYP M 0OCOOEHHOCTH UX 9BOAIOI[HH.
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Longterm high resolutional hydrodynamical model
simulation for the Gulf of Finland

Ilja Maljutenko

Abstract

This study is carried out in the frame of BONUS+ research project ECOSUP-
PORT. The goal of this work is to investigate variability of circulation and
temperature-salinity distribution over the time span from 1997 to 2006 in the
Gulf of Finland. Highly parallelized 3D hydrodynamical model (GETM) has
been set up to perform long-term simulations with spatial grid resolution of
0.5x0.5 nautical miles in the Gulf of Finland. The model resolves the mesos-
cale phenomena (upwelling/downwelling, filaments/squirts, eddies). The model
is forced with lateral boundary data at the entrance to the Gulf of Finland from
the larger-scale model for the whole Baltic Sea and atmospheric forcing data is
applied from RCAO model output. Temporal development of temperature and
salinity, and coastal-offshore exchange in relation to the climate variability will
be discussed.

/lamHoe nccaejoBaHmMe MPOBOAHUTCA B paMKax IpoekTa Bonus m mccaegosa-
TeAbCKOTO IpoekTa Ecosupport. Ileas ganHoif paboTel — HcCA€40BATH H3MEH-
YUBOCTD ITUPKYASAIHH U PACIIPEAEACHU A TEMIIEPATYPBI U COACHOCTH B TEYEHHE
BPEMEHHOro npoMexyTka ¢ 1997 mo 2006 r. B ®unckom 3aruse. JAs pacue-
TOB ObIAA HCIIOAB30BAHA TPEXMepHasA TugposuHaMudeckas Mojerb (GETM)
¢ npocTpaHcTBeHHbIM paspenienueM 0,5X0,5 MOpcKuX MUADL AAsl DUHCKOTO
3aAuBa. MojgeAb paspenraeT MesoMacmTabuble pEHOMEHDI, TAKHE KaK allBEeA-
AMHT/ZAyHBEAAHHT, PHAAMEHTHI/CTPYH, BUXpU. HavuaabHBIE yCAOBHA Ha BXOJe
B OUHCKAN 3aAWB OBIAH B3ATHI U3 MOJEALHBIX PACYETOB JAA BCero baaTwmii-
CKOTO MOPA, TOAYYE€HHBIX Ha CETKE ¢ GOABITIM MPOCTPAHCTBEHHBIM pa3pere-
HHEM; METEOPOAOTHYECKHE JaHHbIE ObIAM B3ATHI U3 pacuyeTos RCAO mogean.
H3meHeHME BO BPEMEHH TEMITEPATYPhI B COACHOCTH, ITPHOPERHOTO BOZOOOMe-
Ha OygeT 06CyKAaThCA C TOIKH 3PEHUA KAUMATHIECKUX H3IMEHEHH.
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1. Introduction

Gulf of Finland (GoF) is often described as water body with very complex
hydrography. Buoyancy driven mean cyclonic circulation varies with short
term wind forced currents. Discharge of the largest river Neva in the Eastern
part of GoF gives its part in seasonal circulation variability and is the main
cause for horizontal salinity gradient. Stratification is being described as high-
ly variable both in space and time (Alenius et al., 1998). All of those features
makes it very interesting “playground” for scientists to study the estuarine dy-
namics and coastal processes. Due to wide range of physical processes it is also
tough task for numerical models to reproduce exact conditions of events. With
advancing computation hardware and models, that are possible to run with
parallel tasks, it is possible to scale down both spacial and temporal resolution
of processes. Following is first attempt to set up the 10 year simulation and
spot the inaccuracies with an intention to improve model performance.

2. Model description

The simulation is done with the General Estuarine Transport Model
(GETM). GETM is a fully baroclinic three dimensional hydrodynamic mod-
el with the hydrostatic and Boussinesq assumptions (Burchard & Bolding,
2002). Both for momentum and tracers high order advection schemes are ap-
plied. For turbulence the module of the General Ocean Turbulence Model is
used with k-epsilon model and constant stability functions (Burchard & Bold-
ing, 2001). To hindcast a period from 1997 to 2006, nested grid approach has
been used in similar way as described by Andrejev et al. (2004).

For the Baltic Sea setup a 2 nm spherical topography had been interpo-
lated from the study of Seifert et al. (2001) (Fig. 1). The bathymetry has been
smoothed over 3 grid steps with moving average filter in order to reduce ar-
tificial flows caused by the horizontal pressure gradient errors (Mellor et al.,
1998). Also depths deeper than 250 m were adjusted, because of insufficient
initial data. The allowed barotropic time step, for stability, was 15 s and

Fig. 1. Topography of the Baltic
sea (Seifert et al., 2001).
Boundary between models is
marked with rectangles. Sites A
and B are included.
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baroclinic mode is integrated with 300 s. In vertical 25 sigma layers were set.
Western open boundary was set to Kattegat strait with artificial shore.

GoF grid was interpolated into 0.5X0.5 nm grid (beginning from 23.5° E)
with land adjustment for shallower depths than 1.2 m. In vertical there was
same number of sigma layers as in large scale setup. Such grid allowed to
make 10 year integration with 10 s barotropic and 250 s baroclinic timestep
without stability problems. The lateral boundary was forced with larger scale
model output of 20 min interval for elevations and 3 h interval for salinity and
temperature.

Three dimensional salinity and temperature initial fields have been adopt-
ed from Modular Ocean Model (Pacanowski & Griffies, 1999) simulation for
Baltic Sea (1960-2004), using December mean fields for the year 1996. At-
mospheric forcing was adopted from RCAO (the Rossby Center Atmosphere
Ocean model, (Déscher et al., 2002)) output with 3 h time intervals. Rivers are
implemented so that the small rivers are included in the large river runoff.
The river data originates from IKZM-Oder project (web 2.). Data is distrib-
uted within ECOSUPPORT project partnership (web 1.).

Before January 1997 the model has been warmed up by 2 spin up periods.
First to simulate only baroclinic circulation where salinity and temperature
forcing has been applied for 10 days. The next 30 days the boundary condi-
tions from larger scale run have been applied. Atmosphere forcing and riv-
erine output has been applied with linear increasing during second spin-up
period.

3. Model output

Six hour mean values were chosen to make reasonable output for salinity,
temperature and velocity fields. The main aim was to observe model perform-
ance to reproduce annual cycle of thermocline and variability of halocline.
It also made available to plot mean surface velocity field for the whole period.

For salinity and temperature vertical profiles were chosen at two sites from
different parts of GoF. The sites are marked with letters A and B in Fig. 1.
A is located at the center of GoF where we can observe model performance
in depths below 80 m. According to previous studies rather eastward current
dominates there (Andrejev et al., 2004). Site B is located at eastern part of
GoF where water column height is ~65 m and due to fresh water supply from
rivers lower salinity values than at site A occur (Andrejev et al., 2004).

In Fig. 2 transect of 6 h salinity and temperature mean values are plotted.
We can see that salinity is annually very variable with decreasing 1.5 psu
over 10 year period near bottom. It is also noticeable that salinity stratifica-
tion is strongly difused after first year summer. After downwelling event in
1997 autumn halocline seems to vanish with losing salinity above 9 psu for
the whole next simulation period. Surface salinity peaks varied from 7.5 to
4.5 psu which is probably caused by presence of eddies that are responsible of
less saline water transport over the gulf. In average, 15 °C waters are reaching
~30 m depth in summer months with few exceptions: in years 1997 and 2002
warm water did not reach over 30 m depth. With lower mixing more saline
waters were able to develop next winter. In overall we can see similarities be-
tween descending warmer water and lower salinity values in bottom.
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Fig. 2. Temperature (°C, upper plot) and salinity (psu, lower plot)

time slices at site A.
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i i i
97-01  98-02 9903 00-04 01-05 O02-06 O03-07 0408 0509

Fig. 3. Same as in Fig. 2 but for site B.

Site B reveals similar processes going on temporally in Fig. 3. In vertical
direction we can see that salinity of 4-5 psu is dominant in the upper 15 m
layer. Deeper it has annual variability coherent with convective entrainment
of warmer water from above. Salinity bottom maximums over 8 psu appears
only in the first year and after calm 2002 year summer, where mixing was
moderate compared to other years. Trend towards less saline water is not so
obvious due to 2002 year winter peak. Bottom temperature in average was
around 5 °C with autumn maximum around 9 °C. It is also visible that both
salinity and temperature variability is lower than on site A.
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Fig. 4. Average surface (0-1 m) circulation for the GoF in cm/s.
Every 4th vector is plotted.

Surface currents in GoF are mainly wind driven where rivers in east gulf
also have their contribution (Alenius et al., 1998). Average mean surface cir-
culation in Fig. 4 shows that more persistent surface currents are located near
southern coast of the GoF. Near the coast of Finland westward currents can
be clearly distinguished only around 28° N. Model produced strong westward
outflow from river Narva. In the center of GoF persistent eastward flow exists
that also agrees with mean wind stress direction. Due to large river output
from Neva and Earth rotation currents turn northward (Alenius et al., 1998)
where they get affected by high eddy activity and form unstable flow in the
west direction toward the exit of the GoF.

4. Conclusion

Figures show that overall seasonal hydrographic characteristics were repro-
duced. Vertical timeseries of salinity and temperature revealed high yearly
variability. Over the period the salinity tends to have trend towards less saline
conditions near the bottom while on surface riverine output and boundary
conditions are important. Vertical mixing plays the key role to stratification,
therefore vertical turbulence model should be revised. Persistent unusual
Narva bay surface circulation (comparing to that in (Andrejev et al., 2004))
maybe caused by incorrect river output or too strong current in center of GoF.
Following validation work should reveal how good the agreement between the
model and measured data is. For next model runs it is necessary to get rid
of artificial shore near Kattegat that might improve bottom inflows of more
saline water. Within the framework of ECOSUPPORT project new, more ac-
curate, river output will be applied.
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Investigation of evolution of a gravity current
with constant inflow on a horizontal bottom
(laboratory experiment)

Sergey Nizov

Abstract

Laboratory experiments on two-dimensional gravity current with constant in-
flow in ten-meters long tank of Atlantic Branch of 10 RAS are fulfilled. The ini-
tial values of density (salinity) difference between the inflowing fluid and the
fluid in the tank as well as the inflow rate were varying from one experimental
run to another. The dependences of the translation velocity on the density cur-
rent head and the rate of salinity change in it as a function of traveling distance
and basic parameters of experiment are established. An applicability of the ob-
tained laboratory results to the natural density currents is discussed.

ITposegennr AabopaTopHBI€ SKCIIEPUMEHTDI IO H3YY€HHIO 3aKOHOMEPHOCTEH
PaCIpoCTpaHEeHUA ABYMEPHOTO IIAOTHOCTHOTO T€YEHHA C MOCTOAHHBLIM MpHU-
TOKOM (pacxojom) B gecaTuMmeTpoBoM AoTke AO MOPAH. Mccaegosanue rpo-
BOAHMAOCH ITPH PA3AMYHBIX HAYAABHBIX 3HAYEHUAX Mepernaja MAOTHOCTH (Co-
AEHOCTH) ¥ pacxoa, BapbHPOBABIINXCA OT ONbITA K ONBITY. [ToAydensr 3apucn-
MOCTH CKOPOCTH PacIpPOCTPAHEHUA TOAOBBI IAOTHOCTHOTO TEUYEHHU, a TaKKe
HU3MEHEHUS €r0 COAEHOCTH OT PACCTOSAHHA OT UCTOYHHUKA U OT OMpEAeAdIO-
MIUX MapaMeTpoB sKcnepuMenTa. O6cyKgaeTca MPUMEHHMOCTD TTOAYIEHHBIX
AAHHBIX K TPUPOJHBIM TIAOTHOCTHBIM TEYEHHU AM.

1. Introduction

There are many examples in the oceans and seas when dense water spreads

over the slope or horizontal bottom. For example, Mediterranean water enters
the Atlantic through the deep part of the Gibraltar Strait, rushes down the

continental slope, separates from the bottom and extends further within the

corresponding isopycnic layer. Another example, North Sea water penetrates
into the Baltic Sea as bottom gravity flows, which are distributed along a hori-
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Fig. 1. Scheme of the laboratory
model.

(1) Marriott discharge bottle with
dense dyed water;

(2) close tap;

(3) tuning tap;

(4) discharge grid;

(5) small tank;

(6) vertical flat plate;

(7) probe for water sampling.

zontal bottom or slope (Gritsenko, 2001). This process is one of the important
mechanisms of mass and oxygen exchange between shelf and deep sea.

There a lot of works that studied the density currents upon the slope but
some aspects of their structure and dynamics as well as their interaction with
the ambient fluid are still not clear. Ocean gravity currents can be divided
into 2 groups—those which are influenced by the Earth rotation and those
which are not. First group of the gravity currents should be modeled in the
rotating fluid and another group doesn’t need it. In this work we observe sec-
ond case without effect of the Coriolis force.

2. Methods and results

The main goal of the work is to study different physical regimes (dynamical
modes) of the density current in the homogeneous surrounding fluid and to
find critical parameters that control salinity exchange between gravity cur-
rent and surrounding fluid.

Basic parameters of the model are:

v ¢, [cm?*/s]—discharge of the source (over the length of the source); variation
range 2—8 [em?/s];

v g’=(6p/p)g, [cm?/s]—reduced gravity force acceleration, where g—gravity
force acceleration; variation range 0.2-6 cm/s%

v' v, [em?/s]—kinematics viscosity of the fluid;

Using the above three parameters one can combine two governing non-di-
mensional parameters—Froude, Fr =u_/(g’h)"*> and Reynolds Re =u h/» num-
bers, where u—velocity of the frontal part of the gravity current.

In frame of this work the eighteen experiments with different combina-
tions of ¢ and g’ parameters were fulfilled. Each experiment began from the
filling of the main tank (10 m length) with homogeneous fresh water. Then
we filled the small tank with dense dyed water from Marriott discharge bottle.
Temperature in the main tank and Marriott discharge bottle were equal. Af-
ter that we set required flow rate trough discharge grid (by tuning tap). When
all preparations were finished, the vertical flat plate was lifted up for 5 cm and
dense water under gravity force drug spread over the bottom. Water samples
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(b)

Fig. 2. Sequenced frames of the gravity
current moving over horizontal bottom from
right to the left side. Initial salinity S =2.5 %o,
q,=7.6 [cm?/s], g'=1.72 [cm/s’].

Fig. 3. Sequenced frames of the gravity current moving over horizontal bottom from
right to the left side. Initial salinity S,=12.5 %o, q,=1.7 [cm?/s], g’=6.7 [cm/s?].

Fig. 4. Dependence of frontal velocity U,
on (g9,
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from the head of the gravity current were taken across equal distance. For
further data processing the video filming of all experiments were made.

Surrounding fluid was involved into the flow differently in frontal and
tail parts of the gravity current, and frontal part was more intensive at that.
Velocity measurements let us conclude that the tail part spreads faster than
frontal part, so the “body” of the current injects salt water continuously to the
“head” of the current.

A sequence of snapshots of the gravity current moving on horizontal bot-
tom with small value of g’ parameter is shown on the Fig. 2. Manganese crys-
tals behind the head demonstrate the process of surround fluid involving to
the back part of the head. In case of bigger salinity difference (Fig. 3) the
gravity current is thinner in frontal part but spreads faster.

Previous experiments with homogeneous water in the tank with sloping
bottom revealed the relation for the flow head’s spreading velocity U=C(g’q )"’
(Fig. 4). In these experiments, though, U, g’ and ¢, were constant along the
whole tank. In the long tank with horizontal bottom we have a different situ-
ation: even with g,=const g’ is changing along the flow that causes the corre-
sponding change of U.

Flow head water samples processing let us to derive the rate of salinity
change in the flow head as a function of traveling distance (Fig. 5). It shows
that the salinity at the end of the laboratory tank decreases by 6-8 times in
case of a big initial salinity S, and only by 1-2 times in case of a small initial
salinity S,

3. Conclusions

The laboratory model for the density current investigations was created to
simulate different physical modes of the dense water spreading on horizontal
bottom.

Dependence of the flow frontal velocity from the basic parameters of the mo-
del was obtained. It can be described as a friction and drug forces balance.

The dependences of the translation velocity of the density current head
and the rate of salinity change in it as a function of traveling distance and
basic parameters of experiment are revealed.
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Analysis of temporal variability of measured and modelled
vertical distributions of salinity and temperature
in the Gulf of Finland during 10-year period

Jelena Passenko, Gennadi Lessin, Ilja Maljutenko

Abstract

The Gulf of Finland is the sub-basin of the Baltic Sea seriously affected by the
effects of eutrophication. Accurate representation of distributions and variabil-
ity of hydrophysical parameters is necessary for correct simulations of biogeo-
chemical variables. General Estuarine Transport Model (GETM) was used for
modeling hydrophysical fields of the Gulf during the period from 1997 to 2006.
Long-term measurement data from HELCOM monitoring stations LL12, LL7
and LL3a, representing western, central and eastern parts of the Gulf, respec-
tively, were used for GETM model verification.

duHCKUH 3aAHB, ABAAOmHIica cybbacceitnoM BaaTmiickoro mops, mojsep-
raeTcs cepbesHoil sBTpoduKanuu. TouyHoe mpescTaBACHHE paCHpeeACHU s
U U3MEHYHUBOCTH THAPOPUIMIECKUX MOAEH HEOOXOJUMO AAA KOPPEKTHOTO
BOCIIpOU3BeAeHUsI OHOXUMHMYECKHUX IMapaMeTpoB. /A MogeAupoBaHMA TH-
APOPHUINYECKHX TTOACH, XaPAKTEPHBIX AT DUHCKOTO 3aAUBa B iepuo/ ¢ 1997
o 2006 r., 6p1Aa ncmoab3oBana Obmaa Dcryapraasa Tpancmopraaa Mogean
(GETM). AAs BepuduKaniuu JaHHOH MOgeAr ObIAHM MCIIOAB30BAHBI MHOTOAET-
HHE HaTypHble U3MepeHusd, nposojumsie B pamkax HELCOM, nHa crannuax
mounutopuara LL12, LL7 u LL3a, HaxoAsAmuxcs B 3ana/JHOH, IICHTPAABHON 1
BOCTOYHOH YacTAX OUHCKOTO 3aAMBA.

1. Introduction

The Baltic Sea is one of the largest brackish water areas in the world. It has
very limited water exchange with the open ocean via the narrow and shallow

Danish Sounds, and is characterised by a significant fresh water surplus due
to river runoffs. This leads to a two-layer salinity stratification which plays an
important role for the physical processes (Andrejev et al., 2004a).
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The Gulf of Finland is a sub-basin located in the north-eastern area of the
Baltic Sea. It is a complicated hydrographic region, having saline water input
from the Baltic Proper in the west and a large fresh water input from the rivers
in the east (Andrejev et al., 2004b, Inkala & Myrberg, 2002). Salinity increases
from east to west and from north to south. The surface salinity typically varies
from 5-7 %o in the western Gulf of Finland (the Hanko-Osmussaar line at the
mouth of the Gulf) to about 0-3 %o in the east (Neva Bay) (Alenius et al., 1998,
Milkki & Tamsalu, 1985). Bottom salinity in the western Gulf of Finland can
typically reach values of 8-9 %c. In the eastern Gulf of Finland and in the
eastern part of the central Gulf of Finland, there is no permanent halocline.
In the western Gulf of Finland a permanent halocline exists throughout the
year between depths of 60-80 m (Alenius et al., 1998).

Annual variations in the sea-surface temperature are large in the Gulf of
Finland. Seasonal thermocline usually forms at the beginning of May and
starts eroding by the end of August due to cooling of the surface waters (An-
drejev et al., 2004a). Thermocline is usually situated at a depth of 10-15 m
and is at its strongest in July—August when the temperature difference be-
tween the warm upper and the cold intermediate layer below the thermocline
lies in the range of 12-20 °C (Vahtera et al., 2005).

The Gulf of Finland is seriously affected by eutrophication. General Estua-
rine Transport Model (GETM) was used for modeling hydrophysical fields of
the Gulf during the period from 1997 to 2005. Long-term measurement data
from HELCOM monitoring stations LL12, LL7 and LL3a, representing west-
ern, central and eastern parts of the Gulf, respectively, were used for GETM
model verification.

The results of the hydrodynamic modeling are important input informa-
tion for ecosystem modeling, in which of the hydrodynamic parameters: sa-
linity and temperature have variations which play the most important role
in ecosystems. An accurately simulated salinity field is to some extent a proof
that the transport of passive biochemical tracers can also be simulated cor-
rectly. Biological processes are often functions of sea temperature, which has
to be predicted accurately by the hydrodynamic model. For these reasons, the
model studies and the verification of the model results concentrate on investi-
gating salinity and temperature variations.

2. Methods

GETM (Burchard et al., 2004) with the turbulence module of the Gen-
eral Ocean Turbulence Model (Umlauf & Burchard, 2005) has been used for
the present numerical study. GETM has been successfully applied to several
coastal, shelf sea and limnic scenarios, e.g. for turbulent flows in the Wadden
Sea (Stanev et al., 2003), for dynamics in the North Sea (Stips et al., 2004),
for plume study in the Arkona Basin (Burchard et al., 2005). In present study
the whole Baltic Sea was modeled with a special focus to the Gulf of Fin-
land. GETM model set up and detailed description is given by Maljutenko
(Maljutenko, 2010).

Observational data used for model validation on salinity and tempera-
ture originate from three intensively sampled HELCOM monitoring stations
(LL12, LL7 and LL3a) in the Gulf Finland (Fig. 1).

385



J- Passenko, G. Lessin, 1. Maljutenko

N
b
W"&J/ Yo
z s voe —
s Laa yop o)
% 60.00 1 ;}W%&&’ W 3 !_“;f?ﬁ &P ‘
3 M N’K ol J\/ Neva
LL!gu»/‘—._ - ‘\Q‘A&‘%\ ~NJ\A»\ (\ River
AN S ™ —‘_/
N:;J'j
-
- ; 100 km
59.00 A e=nfe - . T
22,00 24.00 26.00 2800 30.00
Longitude E

Fig. 1. Locations of hydrographic stations LL12 (59° 28.0" 22° 54.0’),
LL7 (59° 51.0"24° 49.6’) and LL3A (60°04.0’ 26°20.9’) in the Gulf of Finland.

In all stations maximum sea surface temperature were observed in August.
The highest sea surface temperature (22.25 °C) was recorded in August 2002
at station LL3a. Salinity at stations LL12 and LL7 (around 10 PSU) does not
show much difference but at the shallower eastern site (station LL3a) salinity
is around 7.5 PSU.

3. Results

The usual way to validate model is to determine whether its behavior re-
sembles the observed data. In most cases, plots showing that some pattern of
observed variation is reasonably well reproduced by the model are used for
model verification (Taylor, 2001). Nowadays more complex models are used
and they need more detailed and complex statistical analysis. In recent years a
Taylor diagram is used for summarizing the rate of correspondence between
simulated and observed fields. On the diagram the correlation coefficient and
the root-mean-square difference between the two fields, along with the ratio
of the standard deviations of the two patterns, are all indicated by a single
point on a two dimensional plot (Jolliff et al., 2009). Taylor diagram provide
to get quick summary of the degree of patterns correspondence and allow
seeing how well model simulates natural pattern.

For statistical analysis the surface temperature and salinity have been given
the values at a depth of 5 m, and the bottom salinity and temperature are the
corresponding values at the lowest depth (about 60 m) at which measurements
were carried out.

On Fig. 2 the comparison of simulated data to observed data are presented.
Simulated salinity and temperature that agree well with observations lie near-
est the point marked “observation” on the x-axis, besides they have low RMS
errors and high correlation. From Fig. 2 it is clearly seen, that simulated near
surface temperature at stations LL7 and LL12 agree best with observations,
they have about the same RMS(0.3) error and Correlation coefficient (0.95).
Near surface temperature at station LL3A is also very well simulated by the
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model. Near surface salinity is better reproduced at stations LL3A and LL7
because comparing with LL12 they have higher correlation coefficient (0.6)
and lower RMS (1.0). Near bottom temperature showed best results at station
LL7 (correlation=0.75, RMS=0.8), and the poorest performance of the model
is at station LL3A, while model has variations that are larger than observed
for about 2 °C. Near bottom salinity in all three stations have quite low corre-
lation coefficient and lover correlation deviation compared to observation.

4. Conclusion

In this study the Taylor diagram was used to analyze temperature and sa-
linity in the Gulf of Finland during the period 1997-2005. Modeled surface
temperature showed good agreement with observed data in all three stations.
Seasonal cycles in upper layer were reproduced well by the model. Salinity is
overestimated by the model for about 1 PSU, which explains lower correlation
with observations.
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The analysis of mixing and entrainment processes for
downslope density currents using Baines’ approach

Anna Shishova

Abstract

Downslope density currents play a significant role in vertical water exchange in
near-shore zones of oceans. Entrainment and mixing processes at the density
currents’ interface has been described by many authors (e.g., Barenblatt, Ben-
jamin, Britter & Linden, Simpson, Turner, Holyer & Huppert, Baines), however
further understanding is still required.

H3BeCcTHO, 9YTO BJOABCKAOHOBBIC IIAOTHOCTHBIE TEYEHUS UTPAIOT 3aAMETHYIO
POAB B BEPTHKAABHOM BOJooOMeHe B nmpubpexHbIX 30HaxX Mopei. IIporec-
Chl BOBACYCHHUS U HEPEMEIINBAHUA AAS IAOTHOCTHBIX T€YeHHI OBIAM Ommmca-
Hbl MHOrumMu asropamu (Bapeubaart, Benjamin, Britter u Linden, Simpson,
Simpson, Turner, Holyer & Huppert, Baines), o4HaKO MOAHOTEI TOHUMAHHA
AOCTHTHYTH HE YAAAOCh.
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Propagation of the denser water on the bottom slope
in the stratified fluid

David Sikharulidze

Abstract

This article deals with the problem of the gravity currents on a uniform slope.
The work is based on a series of experiments which are aimed at modeling a
gravity current in the different environmental conditions, such as homogene-
ous, two-layered and linearly stratified surrounding fluid.

B sannoii pabore paccMaTpuBaIOTCA NAOTHOCTHBIE TEYEHHS HA HAKAOHHOM
ane. B ocHoBe paboOTBI A€KUT cepUA 9KCIEPHUMEHTOB, KOTOPBIE OLIAM HaIleAe-
HbI HAa TO, YTOOBI MIPOMOJEAMPOBATH HAOTHOCTHOE TEYEHUE B PASAUYHBIX Cpe-
Aax: O4HOPOAHOM MO MAOTHOCTH, ABYXCAOHHO CTPATUPUITUPOBAHHON KU AKO-
CTH U KMAKOCTU C AMHEWHOMN CTpaTHPHUKAITHEN.

Propagation and sinking of dense water on the sloping bottom is a vital
part of the water exchange of the shelf zone, lagoons, internal basins with
open sea, also it takes a major role in ventilation of the deep waters. Near-
bottom gravity currents participate in a general process of the sediment trans-
port from the coastal zone of the sea to it’s deeper part.

The gravity currents in seas and oceans can be divided into two groups on
the scale basis. The first one is relatively large-scale and quasi-stationary cur-
rents. Their thickness is significantly higher than the Ekman’s scale, and the
time of living is much longer than the inertial period.

The second group is short-period and/or small-scales gravity currents.
Their time of living is less than the inertial period and their characteristic
thickness doesn’t exceed the Ekman’s scale. The Earth’s rotation are insignifi-
cant for the dynamic of such currents. A suspension current can be observed
as a good example of the gravity currents of the second type. Suspended and
as a result of this, denser water rapidly falls down on the sloping bottom and
the skating force is one of the major factors influencing the dynamics of the
current, as well as the processes of the vortical suspension and gravitational

David Sikharulidze (<)
P.P. Shirshov Institute of Oceanology RAS, Moscow, Russia
e-mail: david2006s@rambler.ru
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settling of solid phase particles. The current’s dynamics also depend on bot-
tom friction and/or turbulent drawing of the surrounding water.

The methods of the theoretical and laboratory modeling are of vital impor-
tance because of the obvious difficulties in the near-bottom gravity currents
research in the marine conditions. Thanks to these methods we are able to
study the basic physics of this phenomenon and interpret the data from sepa-
rate and irregular field observations, as well as quantitative estimation of the
characteristics of the near-bottom gravity currents.

Previously a series of experiments have been conducted by A.G. Zatsepin,
V.A. Gritsenko, V. V. Kremenetskiy, S. G. Poyarkov, O. Yu. Stroganov—Iabora-
tory and numerical studies of the dense water spreading along the sloping bot-
tom; by A. V. Gusev, V. Yu. Liapidevskii, A. G. Zatsepin, S.S. Nizov—dynamics
of downslope gravity currents in stratified fluid. Their goal was to model
the gravity current in the homogeneous and two-layered surrounding fluid.
For the homogeneous environment we can specify three different modes of
dynamic gravity currents:

(1) Laminar mode (Fig. 1). This mode is characterized by low Re and Fr ab-
sence of the water drawing. Dynamics of the gravity current is defined by the
balance of the skating force and the viscous bottom friction. g’sina=vd*u/9z*=
=yU/h?*=vUP/q?% h=q/U. Result: U=(g’¢*sina/v)"*, where q is a flow rate, g’ the
reduced gravity and « the bottom slope.

(2) Quasi-laminar mode with the “head” (Fig. 2). This mode is charac-
terized by low Re, Fr=1 and minor drawing, which can be neglected at the
first approach. The dynamics of the gravity current is defined by the bal-
ance of the skating force and the drag of the ambient fluid in the “head”.
g’sina=1/20u*0x=1/2U%/q; x=h=q/U. Result: U=(2g’¢sina)"*®, where ¢ is a flow
rate, g’ the reduced gravity and ¢ the bottom slope.

(3) Turbulent mode with “head” (Fig. 3). This mode is characterized by
quite high Re and Fr=1, and significant drawing. The height of the “head”
reaches the peak value and the moving force is determined by the pres-
sure gradient. But the drag of the ambient fluid balances the moving force.
The “head” is continually fed by the fluid of the gravity current which is flow-
ing in it. 1/20u?/0x=g’0h/ox; 1/2U°/q=g’. Result: U=(2g’g)"*, where ¢ is a flow
rate, g’ the reduced gravity.

Laboratory experiments showed that three different modes of bottom grav-
ity currents “behavior” take place in the two-layered fluid (as well as in the

Fig. 1. Laminar mode. Fig. 2. Quasi-laminar mode
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homogenous fluid). Let us give several
designations: S, —the gravity current ini-
tial salinity, S, —the upper-layer salinity,
S,—the lower-layer salinity. In the first
mode (§,>>S,) the gravity current “does
not notice” the pycnocline and retains
its bottom nature. In the second mode
(§,<§8,<S,) the initial gravity current co-
mes off the bottom and transforms into
the clearly intrusive and propagates in
the pycnocline zone. The third mode
(8,>S,) is the most interesting and com-
plicated. The gravity current “splits” into
Fig. 3. Turbulent mode. two parts during the interaction with the
pycnocline. The former intrudes into the

pycnocline, and the latter continues to move along the bottom slope (Fig. 4).

The main purpose of this work is to conduct the series of the similar ex-
periments, modeling the gravity currents in the linearly stratified fluid. Prior
experiments results showed that the gravity currents in the linearly stratified
ambient fluid are significantly different from the ones in the homogeneous
and two-layered fluids.

It was discovered that the gravity current draws the surrounding less den-
sity fluid. Consequently less density fluid gets under the denser fluid, what re-
sults in the vertical convective mixing. The upper part of the gravity currents
participates in that process. The products of mixing separate from the gravity
current and intrude into the ambient fluid (quasi-isopycnic intrusion). As a
result of this the gravity current rapidly loses its mass and does not spread so
deeply as it comes from the estimations based on the initial gravity current
density and the parameters of the stratification (Fig. 5). However, in order to
estimate and parametrize mentioned above effects of interaction between the
gravity current and the surrounding medium, we need additional experi-
mental research which will be conducted in the planned future work.
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(a) t=37's (b) t=42s

(c) t=80s (d) t=134s

Fig. 4. Propagation of the gravity current in the two-layered fluid with time.
Parameters: a=30°, S,=2%o, S,=4%o, S =6 %o.

(b)

Fig. 5. Different modes of the gravity current in the
linearly stratified fluid: (a) the gravity current salinity
is 7.5%o, (b) the gravity current salinity is 10%.o,

(c) the gravity current salinity is 12%eo.
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Structure and dynamics of coastal waters
near the Kaliningrad region according
to measurements of recent MSU expedition

Ksenia Silvestrova

Abstract

During the expedition of Moscow State University in August 2009 temperature,
salinity, turbidity and current velocity were measured. The measurements were
made by the CTD YSI 6600 and acoustic current meter FSI 2D ACM. 6 sec-
tions include CTD-data and echo sounder data within nearshore 12-miles zone.
Analysis of the created database allows to describe the thermohaline structure
and dynamics of coastal waters near the Sambian Peninsula.

HccaegoBanne BHITOAHEHO Ha OCHOBE JaHHBIX akcuegunuu MI'Y. I1poseenbr
U3MepPEHU S TEMIIEPATY Pbl, COACHOCTH, MYTHOCTH, CKOPOCTEH TeYeHUi Ha pa3-
AMYHBIX TOPU3OHTAX (B 12-MHABHOIT 30He). [To pesyabTaTam 06paboTKM MOAY-
YEeHBI: BEpTUKAABHBIEC PACIIPEAEACHH HA pa3pe3ax TEMIIEPaTyphl, COACHOCTH,
IIAOTHOCTH M CX€Ma ITOBEPXHOCTHBIX TEYEHUH.
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Estimation of oil pollution at the Oil Stones
production site in the Caspian Sea using
synthetic aperture radar images

Anastasia Sineva

Abstract

In latest years problem of water pollution become the actual one. The most
convenient way to monitor the sea surface condition is cosmic radiolocation.
In current work the method of handling satellites datasets and oil pollution
identification is showed on example of deposit Oil stones.

B nHacrosamee Bpems npobAaeMa 3arpA3HEHUs] AKBATOPHE ABAsAETCA 0COOEHHO
arTyaAbHOI. Hanboaee mogxogamum crmocoboM MOHUTOPHHTA COCTOAHUA TIO-
BEPXHOCTH MOpe ABAAETCA KOCMHYECKAA pajHOAoOKanuA. B gamnoii pabore
Ha rpuMepe MecTopoxkjennsa Hedrampie kaMHM mokasaHa MeToguKka obpa-
60TKHM CTyTHUKOBBLIX JaHHBIX U OMPEJEACHHUA MapaMeTPOB 3arpA3HEHUH.

In current years problem of water pollution by oil become the actual one
both at ecological and economical standpoint. In the costal zones on sea sur-
face oil films of anthropogenic pollution (crude oil, petroleum products, sur-
face-active substances, etc.) can be frequently seen. It exerts pernicious influ-
ence on flora and fauna of the coastal zones and disturbs physical-chemical-bio-
logical processes in the ocean-atmosphere system, effects on social processes,
and results in large financial losses in tourist business.

The most convenient way to monitor the sea surface conditions is imaging
with spaceborne radars. Synthetic aperture radars (SAR) provide high spatial
resolution allowing quite precise detection of location and square of oil spills.
In addition imaging radars allow to receive an all-weather image, which is
independent of time of the day, sun illumination, any hydrometeorological
and cloudy conditions.

In this paper some results of radar monitoring of the Oil Stones production
site in the Middle Caspian Sea with emphasize on detected oil spill charac-
teristics are presented and briefly disscussed. This oilfield is located 42 km
east of the Absheron Peninsula and it is the easternmost industrial settlement
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in Azerbaijan. This site e is located on the metal racks, built in 1949 in con-
nection with the beginning of oil production from the seabed around the
bank called Black Stones. Oil Stones are surrounded by stone reefs. There
are banks, submarine and surface rocks among them. Here are the derricks
united with flyovers, on which the village of oil workers placed. The most
probable origin of the oil pollution in the area of “Oil Stones” belonging to
the Oil-and-Gas Production Department of Azerbaijan is chronic leaking
from outdated production systems and pipelines (The Sea of Problems, 2001).
In connection with the constant leaks at this and other areas, the Baku Bay is
one of the most polluted water areas in the world. The, so-called dead zone,
is formed there. The thickness of bottom sediments contaminated with oil
(in which concentration of toxic substances exceeds the maximum in 100 ti-
mes) is 8-10 m (The Sea of Problems, 2001). Almost every day, the vast area
is covered by oil films that prevents dissolution of oxygen in the water and
detrimental effect on the marine flora and fauna. According to the (The Sea
of Problems, 2001), the surface film can cover up to 200-800 km?in around
the area of “Oil Stones”, and daily industrial losses of petroleum are estimated
to be up to 500-700 tonnes.

The concentration of oil surface film is often enough to change the physi-
cal properties of the sea surface (see, e.g., (Ivanov, 2007)). Oil films actively
suppress centimeter and decimeter surface waves (ripples). They also pre-
vent wave generation at weak wind, and therefore smoothed areas (so-called
slicks) appear on the sea surface. The normalized radar cross section (NRCS
or g,; quantity normalized on unit area, which characterize radar backscat-
ter) of slicks is significantly lower than o, of the surrounding water. There-
fore the slick having the low NRCS values is represented in SAR image as a
dark spot.

An oil spill on the sea surface can be characterized by the contrast (K) or
the ratio of the absolute values of NRCS of the spot and the NRCS of the clear
surface:

K 7, U3 f(k )
=== = s W0, Y5 0,V-..)5
0 . ’ Yp

Here ¢, and ¢ are the NRCS (in dB) of spot and clear surface, 7 and
n,—coefficients of viscous damping in the oil spill and outside, k&, and
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Fig. 1. Coverage by the Radarsat-2 SAR images of Oil Stones
production site in June 20009.
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w—wave number and angular frequency of surface waves, y—surface ten-
sion, p—density, v—the coefficient of dynamic viscosity. Contrast can also be
calculated from the SAR image as the ratio of the NRCSs of dark oil spill and
grey background.

Radarsat-2 SAR images of the satellite (Wide mode) were obtained within
the program “Scientific Opportunity and Research” (SOAR), project No. 648
“Oil slicks in Radarsat-2 SAR multi-polarization images”. The Wide mode
products are images with nominal pixel spacing 12.5X12.5 m and swath
width of 150 km (details are available at: http://www.radarsat2.info/product/
RS-2_Product_Details.pdf). Images were delivered as standard processed
SGX-products from the MDA Corporation (www.mda.com).

Though SAR as a tool of remote surface monitoring is indispensable in ra-
diolocation it fails to solve the problem of identification and measurements of
oil characteristics (for example, thickness and volume of spills). To determine
the density of petroleum products the data from other satellites or indirect
methods are necessary.

As a result of work important processing and analysis of three satellite SAR-
images has been performed. The results of the work are presented in Table.

) (b)

Fig. 2. Subscenes of the Radarsat-2 SAR images, acquired in Wide mode (W2) and show-
ing theOQil Stones production site on: (a) July 11, 2009 14:29 UTC (wind 2-3 m/s); (b) Ju-
ly 12, 2009 02:19 43 UTC (wind speed 2-3 m/s). @ CSA/MDA.

Fig. 3. Subscene of the Radarsat-2 SAR
image (W2) and showing the Oil Stones
production site on July 28, 2009 14:33
UTC (wind speed 8-10 m/s). @ CSA/MDA.
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Table
The results of processing of the SAR images
Date Time, Polariza- Wind Oil spill Min and max
uTC tion speed, m/s | area, km? | estimates of oil spill

volumes, tonnes

11.07.2009 | 14:29:40 \A% 2-3 384.0 115.2+1920.0
12.07.2009 | 02:43:04 \AY% 2-3 568.5 170.5+2842.5
28.07.2009 | 14:33:49 \A% 8-10 38.7 11.6+193.5

The first SAR images were taken at weak wind, the last one at wind 8-10 m/s.
As seen on the images, low wind conditions promote the oil spreading over
the wide sea area, which results in formation of large oil spills. Strong wind
also prevents this process and doesn’t allow the oil to spread over long dis-
tances. In weak wind conditions the spill areas increases up to 400-500 km?,
indicating sufficiently intense chronic oil pollution.

Oil spill contrasts varied from 9.5-10 (July 11, 2009) to 5.5 dB (July 28,
2009). Image analysis showed that the areas with the greatest contrast are
mainly located in close proximity to pollution sources—oil rigs and platforms.
That leads to the consideration that such areas can be covered by fresh oil
with high activity index than the areas with lower values of contrast.

The minimum and maximum estimates of the amount of oil spills can be
obtained indirectly on the basis of the techniques developed in (Bonn Agree-
ment, 2004) under the assumption that the oil films at the Oil Stones are
likely to have thickness of 0.30 to 5.0-10~* mm (300-5,000 kg per 1 km?). This
way the min and max estimates were calculated, and they are also given in
Table. Evidently these estimates better correspond to the real facts, than the
estimates by Boev & Matveev (2005). According to independent sources, the
volumes of oil spilled in the sea at the “Oil Stones” production site range from
100 to 700 tonnes per day.
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High resolution bathymetry for Gulf of Finland

Rolf Virv

Abstract

Gridded bathymetric information is widely used in scientific research and prac-
tical projects, for example, in constructing circulation models, water level fore-
cast, wave modelling, etc. The bathymetry has been specifically made for the
international scientific project “Baltic Way”. This project targets to the practical
use of a certain structure of the currents in the Gulf of Finland for protection of
the coastal ecosystem.

Hupopmanua o 6aTUMETPUH MIUPOKO HCIMOAB3YETCA B HAyYHBIX H KOMMEp-
YECKMX MPOEKTAX, HAIPUMED, AAS NOCTPOEHUSA ITUPKYAAIMOHHBIX MOJEACH,
MOHHTOPHHTA YPOBHSA BOALI, MOJEAHPOBAHUN BOAH U T. 1. [lannas 6atume-
Tpua 6bIAa cAeraHa AAA MEKAYHAPOAHOTO MpOeKTa «BaATHHCKHH MmyTh».
[leAbI0 9TOTO MPOEKTA ABAAETCA UCCACAOBAHUE CTPYKTYP TedeHuit B PuHckom
3aAMBE C IIEABIO TPAKTHIECKOTO UCTIOAB30BAHUA JAA 3AIUTH MPHOPEKHLIX
9KOCHCTEM.

While the existing 1-mile bathymetric grid more or less adequately reflects
certain Gulf of Finland areas where the typical size of bed forms is a few kilo-
metres (such as south of Narva Bay, Keibu Bay aperture section), it significant-
ly distorts the appearance of smaller bays, small islands, capes and smaller
underwater landforms. The Y4-mile grid realistically depicts most underwater

Fig. 1. Area near Kotka (fragment
from Gulf of Finland bathymetry).
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landforms in the sections of the maps referenced. This depth grid is used in
calculations of currents for the Gulf of Finland in the international project
“Baltic Way” where it will replace the too coarse 1-mile gridded bathymetric
information.

The grid was based on Estonian and Finland sea maps in a scale of 1:50,000.
The sea maps have been divided into Y4-mile squares, and the average depth
has been calculated for each square. The resulting gridded bathymetry has
been put to digital form. The quality of the grid has been checked on basis of
computer-generated depth maps.



An analytic approach to description
of the dissipative effects in 3+1 dimensions

Valerian Yurov

Abstract

Dissipation plays an important role in coastal water dynamics. Its effects are
commonly described via the one-dimensional Burgers equation. We construct
Lax pairs for a more reasonable 3+1 dimensional integrable generalization of
the Burgers equation. A procedure for generation of exact solutions of this equa-
tion is developed, using a class of discrete symmetries of the Darboux transfor-
mation type. In the one-dimensional limit, these symmetries reduce to the Cole-
Hopt substitution for the Burgers equation. It is discussed how the technique
can be used to construct exact solutions for higher-dimensional evolution partial
differential equations in a broader context.

/JlMccunanysa UrpaeT BaKHYIO POAb B JHHAMUKE HPUOPEKHBIX BOJ. E& BAMA-
HUe OOBIYHO OITHCBIBACTCA OJHOMEPHBIM ypaBHeHueM Byprepa. Mbl coctaBUAN
napbl Aakca gag 6oaee nogxogsamero 3+1-mepHoro o600MEHHOrO UHTErpU-
pyemoro anaiora ypasHenus Byprepa. ITpejroxkena mporieJypa IMOAYYEHHA
TOYHOTO PEIICHHA HTOr0 YPABHEHHUA C UCIIOAB30OBAHHEM KAACCA JUCKPETHBIX
cumMeTpuil Tuna npeobpasosanusa Japby. B ogHOMEpHOM IIpejene, 9TH CHM-
METPHHU CBOAATCA K nojctaHoBke Koyaa-Xonpa anasa ypasnenus Byprepa.
O6cyxgaeTcs, Kak 9TOT METO/J MOKET OBITh HCIIOAB30BAH B GOAEE MTHPOKOM
CMBICAE JAS TIOAYYEHUA TOYHOTO PEHIEHUA YPABHEHUH B YAaCTHBIX HPOH3BO-
AHBIX JAs1 GOA€e BHICOKOH pa3MEepPHOCTH.

1. Introduction

An integrability of nonlinear PDE:s is closely related (though not equivalent)
to existence of [L, A], or Lax pairs. It turns out that for any d=1 and any non-
linear scalar evolution equation

Valerian Yurov (I)
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u,=Flu] (1)

where F[u] is a finite algebraic expression containing u and its space deriva-
tives, there exists an [L, A] pair.

We're going to restrict ourselves to a special case when F[u] is such that the
first order terms in the A-equation will be altogether eliminated. Moreover,
we will deal with d=3, namely with the following 3+1 dimensional representa-
tive of the family (1):

uta,w—u )+a,u-u )+b, (uxuy—uxy) +b,(wu ~u )—pu — ,uuy—/\uZ =0, (2

where u=u(x,y,2,t) and the rest of the parameters are constants.

In the 1+1 dimensional limit, equation (2) reduces to the dissipative Burg-
ers equation. Indeed, imposing a one-dimensional reduction, letting p=0 and
defining the quantity

&(x, =u_ (x,1), (3)
we obtain
Ei_algxx—i_Qalffx:O' (4)

Hence, equation (2) can be viewed as a special non-isotropic three-dimen-
sional extension of the Burgers equation.
Our main result is the following theorem.

2. The theorem

Let u(x,v,2,1) be a particular solution of equation (2) and p=w(x,y, z,1) satisfy the
following linear equation:

1/)( Zaly)xx +a21/)zz+b lwxy +b21/)xz+ (p_2alux_b2uz_bluy)1/)x+ (5)
+ (;t—blux)1,0y+(A—2a2ul—b?ux)1/)Z

Then any u,, =u,, (x,5,21) defined as

Uy, =u=10g (9, ~1 )" (3, ~u,)'(0,~u.)"p)=
=u-log(L' [u]L).’[u] L uly),

for some (k,l,m)e Z3, is also a solution of equation (2).

Above, Z N denotes non-negative integers; Z o further stands for positive
integers.

Successive iteration of (6) results in the following corollary.

Corollary. Let, {p }, 1=1, ..., N be a set of particular solutions of the A-equa-
tion (5). Given a potential u satisfying equation (2), new solutions of this equa-
tion can be generated as follows:
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azu—log(ﬁ[I Lﬁi[u]L}fi[u]L’;‘i[u]yxl), (7)

where (k,l,m)eZ°.

The proof of the Theorem is based on a corresponding Lax pair, some pa-
rameters of which have been assigned zero values.

Note, that if we set u=u(x,?) in (6) and use it with ©=0, k=1, then after
differentiation with respect to x, the expression (6) results in the Cole-Hopf
substitution.

3. Construction of the exact solutions

Now let us use the Theorem to construct some exact solutions of equation
(2) on the vacuum background «=0, under assumption that y=1=0=0 (this
assumption makes (2) more similar to the Burgers equation and thus more
interesting from the physical point of view).

Example 1. One immediate solution to equation (5) is

P(x,y, 2, t)=c e““*"icosh(ax+py)+
8)

+c pe el tadicosh(ax+by)+c e 'cosh(cz),

where a,f,a,a,,a,,0,b,,0b,,c,c,c, c, are some real constants. Let us choose
them such that

aa a
=t b V) ©

Substituting (8) into (6), we compute the quantity u,, . Further differenti-
ating it with respect to x and choosing k=/=m=0, we obtain a solution w to
equation (2) as follows:

ac sinh(ax+py)+ac,sinh(ax+bz)

wlx 3,7 =" ¢, cosh(ax+py)+c,cosh(ax+bz)+c e 'cosh(cz) - (10)
Example 2. Another solution of the Lax pair equations would be
Plx, Y, 2, )=a*x*+b**+c*2° +2(a,a*+a ) i+s%, (11)

where a, a,, a,, b, ¢, s are some real constants. In the same vein as in the previ-
ous example, we obtain

2a’x

224 1221 92 2 CIVT
a*x*+0*y*+c*2*+2(a,a’+a )i +s

p(x.y, 2, )= (12)

an exact solution of equation (2). Does this solution have a physical meaning?
Apparently it describes a rationally localized impulse, vanishing as t—+oo.
To ensure that it is non-singular for =0, one should impose the inequality
a,=-a’a /c* on the coefficients. In the case a,=-a"a /c* the solution becomes
stationary.
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Physics of spreading of a gravity current
on a slanting bottom of the ocean with involving
in current solid particles of dredge

Ivan Zavyalov

Abstract

The goal of this work is investigation of the features of gravity current spreading
near ocean’s bottom with mass exchange between the current and solid particles
of dredge. It was shown that the velocity of gravity current is constant. A new
hypothesis about the equality between gravitation force and the force created by
involving in motion of solid particles of dredge was proposed. This hypothesis
was verified by experiment.

B sannoit pabore uzydaAuch 0COGEHHOCTH PacCIPOCTPAHEHH S B3BECEHECYITUX
IIOTOKOB BAOAb AHA, IIPU YCAOBUH BOBAEUEHHA B ABUKEHUE JOHHBIX OCAAKOB.
B xoge gannoii paboTbl 6BIAO YCTAHOBAEHO, YTO CKOPOCTh PACIPOCTPAHEHU
110406HOT0 IIOTOKA OCTAETCs MOCTOAHHOI. BblAa IIpegAoKeHa THIIOTE3a O TOM,
YTO CHAA TAKECTH, 4€HCTBYIOMAS HA IIOTOK, KOMIIEHCHUPYETCS PEAKTUBHOM cH-
MO, CBA3AHHOM C BOBACYEHUEM B JBUKEHHE JOHHBIX 0CaAKOB. annas ruro-
Te3a ObIAA OATBEPKAEHA DKCIIEPUMEHTAABHO.

1. Theoretical part

Descent and development of gravitational flow can be represented in the
following way: the area of moving mass near bottom escapes from the flow.
Let’s call it “precursor”. Then precursor began to grow at the expense of in-
volving in motion detritus. The growth of the main mass ceases. The main
mass looses contact with the precursor and drops down on bottom Fig. 1.

Consider the second Newton’s law for the whole flow

%fffpﬁ dV=+gsin afffé’pd V- ﬁf I
7 b g

@, p and V—velocity, density and volume of dredge carrying flow, g is free
fall acceleration, sin ¢—sine of bottom angulation, y—viscosity number, u, —

ou )dS s
on - unupen 4

Ivan Zavyalov (P4)
Moscow Institute for Physics and Technology, Dolgoprudny, Russia
e-malil: Ivenzz@mail.ru
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Fig. 1. The main mass looses contact with the precursor
and drops down on bottom.

velocity of particles of bottom and the external water directed perpendicular
to the flow or the velocity of involving in motion detritus and the medium
water. p —the average density of detritus and medium water, involving in
motion with the flow). In right-hand side of equation the first term is gravity,
second term is the force of viscous friction between the bottom and external
water and the third term is connected with involving in motion the detritus.
As well as the velocity of motion is constant and the size of dredge carry-
ing flow does not change in scales of deviation from the middle value the

part %I[fpﬁ dr=0.

v . . . . .
As we could see from the results of other scientists the viscosity force, which
connected with the viscous friction with bottom, is much more bigger than the
force of friction with medium water

0=+gsin afffé’pd V—JIu (S—Z) Z=OdS —qpu,up, ds,
v Sh s

the S, is the square of the bottom.
The part j;f u up,dS can be divided into two parts, the first is connected

. . . B . . . . .
with involving in motion the detritus, the second is connected with external

water.
ﬁ uup, dS= funup ,AS +ffunupwd8,

s S s,

p,1s the average density of detritus (including the water in detritus), p. —the
density of the external water. According to the different observations over the
gravity flow involving in motion the external liquid occurs from the back part
of the head of the flow by force of torsion vortex. But in present experiments
exactly in this area occurs the escape of redundant mass of the flow. It means
that we can neglect the part connected with the involving the external water.

Obtain
0=+gsin a‘[vﬂ‘ﬁpdV—Ag‘y (g—Z) Z:OdS —‘!};funu,ode .
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The entire impetus, which is lost on friction with detritus turns into impe-
tus of detritus. In case the interaction with the firm bottom is absent and there
is only interaction with the detritus we can conclude then there is no friction
and only the transmission of impetus from the flow to the detritus is present-

ed. Then we can neglect the J:fy( B dS :

Then
gsmaff 5pdV—J‘J‘u up,ds.

Then we expected that the density of the flow is constant at the whole vol-
ume. The typical geometric sizes are substituted for volume.

gsinadp(Lhl)=u up LI,

ghdpsina=u up,—this formula stands for the equality of gravity and the jet
force connected with involving in motion the detritus.

hg(s—p usina =u u* 'o—b,

p
u® _ usinag p
= -
gh _’0 un Iol)
p
Then receive: "
F72=—L sina.
un Iob

In our case we can consider that p=p,, then

u .
Fr’=——sina.
u

n

2. Experimental part

2.1. Installation

Experimental installation consisted of the transparent channel with square
cross-section with side 81 mm. This channel can be established with different
angulations from 10 till 30 degrees. The motion of the flow was registered
with camera Canon EOS 1D. It made 4 frames per second. Powdered polysty-
rene was distributed in the uniform layer on the bottom. For organization the
convergence of gravity flow in the top part of channel, which was leakproofly
separated from the medium water, the huge amount of powdered polystyrene
was situated. When cylinder was sharply pushed up the redundant mass be-
gan to move along the slope involving in motion polystyrene, which recum-
bent on the bottom.

2.2. Experimental results

The velocity of development of the front of this flow remains constant dur-
ing the whole motion. And the measuring inaccuracy of this flow does not
exceed 2 percent. The plots of dependence between the front and time are
presented at Fig. 2.
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e angulation 13.5°
A angulation 24° Fig. 2. The plots of dependence
g 01 | angulation 15° ° between the front and time.
e A .
-~ 200
= B M 3 .
3] A L
O 150 N : -
D R
& 100 v =
> ]
O 50- |
fra) A
4
O T T T T T T
00 05 10 15 20 25 30 35
Time, sec

Fig. 3. The examples of successive frames of tongue.
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Fig. 4.

408

T T T T T T T T T
0,0 01 0,2 03 04 05 0,6 07 08

time,sec

The plot about the dependence of
tongue velocity and time.

The ratio of gravity and force of involving
in motion the detritus

1,04

08

0,64

0.4

0,24

0,0

25

26 27 28 29 30
angulation, grad

31 32 33

Fig. 5. The ratio of gravity and force of involving
in motion the detritus.



Physics of spreading of a gravity current on a slanting bottom of the ocean
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For the obtained frames we can estimate the growth of tongue which runs
forward. This velocity could be considered as the velocity of involving in mo-
tion the detritus, designated as u in theoretical part. The examples of succes-
sive frames of tongue see at Fig. 3. The plot about the dependence of tongue
velocity and time see at Fig. 4. From the results presented in plots we can
see, that the velocity of involving the detritus can be considered as constant.
The ratio of gravity and force of involving in motion the detritus are pre-
sented on plot at Fig. 5. The plot of dependence of the Froude number on

u o .
——sina see at Fig. 6.
u

n

3. Resume

(1) Qualitatively, the descent of this flow can be presented in following way:
the part from the mass in near bottom layer is selected, and then this part
runs forward from the common mass, we call it the precursor. Then by means
of involving the detritus precursor begin to grow and the growth rate of the
main mass decreases. Then the former main mass leaves the increased pre-
cursor and falls on the bottom. And from the newly formed mass runs for-
ward the new precursor.

(2) The velocity of motion of dredge carrying flow with taking into account
of near bottom dredge with an error less than 2 percent is constant: it neither
increase nor decrease without any dependence on angle.

(3) During this work under the conditions of the experiment the hypoth-
esis about the equality of gravity and the jet force, which appears because of
involving in motion the detritus, was confirmed.
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